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Abstract

In this paper we show that the Dutch disease can arise solely from inequality in the distribu-
tion of natural resource rents. Given two otherwise identical countries that differ only in the
ownership shares of the natural resource rents, the country with the less equal distribution will
have less production of manufacturing goods and less development of learning-by-doing in
this sector. As opposed to conventional models, where income distribution has no effect on
economic outcomes, an unequal distribution of the resource wealth can generate the Dutch
disease dynamics even in countries with an initial comparative advantage in manufacturing.
We also provide a range of empirical tests of our model, including both difference and system
GMM estimators in a dynamic panel. To disentangle the effects of inequality and institutional
quality we purge our inequality measure of any linear or higher order correlations with insti-
tutional quality and repeat our system and difference GMM estimations. Our empirical anal-
ysis supports the hypothesis that inequality indeed plays a significant role in whether being
resource-rich is a blessing or a curse for a country. The more unequal is the distribution of
natural resource rents, the stronger is the disease.
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1 Introduction

The Dutch disease is an old, well-known, and still relevant paradox in economics. It describes

how the initial good fortune of an exhaustible natural resource find (or a commodity price boom,

or a foreign transfer) can turn sour in the long run. In this paper we show that this phenomenon

can arise solely because of the unequal distribution of the natural resource rents. In particular,

we demonstrate that a mean-preserving increase in the inequality of the natural resource rent

distribution can generate manufacturing sector stagnation and lower long-run growth, even in a

country with a smaller resource base and (initially) higher manufacturing productivity than its

trading partners.

In our framework the Dutch disease stems from a shift in demand, without a production move-

ment or increased wage effect. With a new-found wealth from the resource discovery, the demand

for non-tradable luxury consumption services increases.1 Consequently, labor that could be used

to develop the manufacturing sector is pulled into the service sector and manufactured goods be-

come more likely to be imported. Although the economy may develop increased expertise in the

service sector, most of these luxury services are targeted at domestic consumption and not easily

exportable. Moreover, because manufacturing is more prone to learning and production process

improvements, the potential gains in productivity accrue to foreign exporters. As a result, once

the resource is diminished, there is less income to purchase the services and, thus, the resource

find can generate economic stagnation.

The key to our model is an increase in the share of income spent on luxury services that accom-

panies the new-found resource wealth. The marginal (and average) propensities to consume are

commonly assumed to be independent of income in the literature. These constant income share

assumptions, which rely on homothetic preferences, however, have two limitations. First, they are

repeatedly contradicted by empirical evidence.2 Second, aggregate demand is not affected by in-

come distribution under the assumption of homothetic preferences. As the distribution of natural

1We use the term "luxury" to indicate an income elasticity greater than one. Thus "luxury services" pertain to services
whose demand increases with income, such as housekeepers, nannies, butlers, private pilots, or personal security
forces.

2From Stone’s (1954) seminal work on expenditures through Hunter and Markusen’s (1988) groundbreaking work
that demonstrates its importance in explaining the pattern of trade, the data continually confirm that preferences are
non-homothetic and consumption bundles do change with income.
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resource wealth is often unequal, it is necessary to consider how changes in the distribution of this

wealth affects the prevalence of the Dutch disease. In our framework, we, thus, consider not only

per capita income but also changes in the distribution of income.

Our main result, that the Dutch disease is more likely to arise when the resource rent distribution

is less equal, is intuitive. A natural resource find is like finding money. By itself, it should not

generate lower long-run welfare unless it creates expenditure distortions. If the resource wealth is

narrowly distributed, then, as will be shown below, the distortions are greater. In particular, as a

result of the assumed non-homotheticity of preferences, wealthier agents have a greater marginal

propensity to consume services. We then show that a mean preserving spread of the natural re-

source rent distribution shifts more income to the wealthier agents and generates an increase in

the total purchase of services. Crucially in this case, the increase in the purchases of services is

of larger magnitude than the decrease in the purchase of manufactured goods, so that the coun-

try with a less equal distribution becomes a net importer of manufactured goods. As a result,

given two countries with identical technologies, labor supplies, skill development, and natural

resources, but differences in income distribution (solely as a result of ownership of the rents gen-

erated by the resources), the country with the less equal distribution will have less production of

manufacturing goods and less development of learning-by-doing in this sector.

We next take our model to the data. In order to isolate country heterogeneity, capture annual

changes, and deal with the possible endogeneity of the regressors, we utilize a dynamic panel

analysis with Arellano-Bond and Blundell-Bond general method of moments (GMM) estimators.

In addition, we consider the relationship between institutional quality and income inequality and

we show that our results are robust to a similar regression where inequality is replaced by the

residuals of a regression of inequality on institutional quality and its squared term. Our empiri-

cal findings in all of our estimation procedures support our hypothesis that the Dutch disease is

directly linked with how well the natural resource rents are distributed. Natural resource rents

by themselves positively impact growth, however, the interaction of rents with their distribution

shows that there is a critical level of our inequality measure. Whether inequality is above or be-

low this level plays a significant role in whether being resource-rich is a blessing or a curse for a

country.
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Our results build on and contribute to a large literature. The original use of the term “Dutch dis-

ease” (in the Economist magazine, 1977) referred to an appreciation of the Dutch guilder after oil

was found in the North Sea. This currency appreciation rendered Dutch manufactured goods un-

competitive in world markets and generated a long-run export illness. Recognizing the limitation

of a purely nominal exchange-rate explanation of the Dutch disease, several economists have de-

veloped models that provide additional non-monetary explanations of this malady. Starting with

Corden and Neary (1982) economists have recognized a factor of production movement effect and

a spending effect as elements of the Dutch disease. 3 Krugman (1987), Matsuyama (1992), Torvik

(2001) and Goderis and Malone (2011) all introduce learning-by-doing and dynamic effects into

models of the Dutch disease.4

An interesting difference between our model and the above mentioned papers (as well as Neary

(1988), van der Ploeg and Venables (2013), and Beine, Coulombe and Vermeulen (2015)) is that the

wage in the country that has the resource boom (or less equal distribution) does not increase rela-

tive to that of the other country even under full employment. In fact, it can even decline over time

without changing our results. This is possible because there is two way trade in the manufactur-

ing sector and all manufacturing goods have the same initial labor productivity. Therefore, unlike

traditional Dutch disease models, manufacturing production does not need to be more costly in

the resource abundant country. It is simply not a priority in the short run.

Although we are the first to consider the effect of the distribution of natural resource rents as

generating the Dutch disease, the question of distribution comes up in other papers. Goderis and

Malone (2011) also consider the relationship between natural resources and income distribution.

Their concern, however, is with the effect of the resource find and the resulting reallocation of

skilled and unskilled labor (along with changes in learning-by-doing) on the level of inequality

between skilled and unskilled workers. In Corden’s (1984) survey, he suggests (in footnote 5) that

changes in factor prices in a Heckscher-Ohlin framework could actually overturn the spending

effect found in Corden and Neary (1982). His suggestion is very different from our result which

3The basic premise of production factors shifting to the sector with increased productivity follows from standard
textbook models of comparative advantage (Ricardo, Ricardo-Viner, and the Rybczynski effect) and by itself, without a
consequent loss of learning-by-doing or external economies of scale, would not generate lower long-run growth.

4Matsuyama (1992) not only provides an explanation of the Dutch disease, but, more importantly, shows how an
increase in agricultural productivity can generate long-run growth in a closed but not an open economy.
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shows how the spending effect can be magnified (and not overturned) if the distribution of the

resource rents is less equal.

Our emphasis on the importance of resource rent distribution in creating Dutch disease effects res-

onates with the resource curse literature which conditions the curse on poor political governance

(see, for example, the literature cited in van der Ploeg (2011) and Acemoglu and Robinson (2012)).

Although our framework emphasizes the Dutch disease aspects (a production shift that eventu-

ally generates manufacturing stagnation) of natural resource abundance, it develops a bridge to

the natural resource curse literature (that emphasizes the consequent decline in institutions) by

emphasizing the role of resource rents distribution.5As much as institutional quality is related to

income and natural resource rent distribution, then our model suggests that the effect may exist

at a more primitive distributional level.

We also provide a new explanation for the observation that point-source natural resource finds

(such as diamonds, gold, or oil) are more likely to reduce long-run growth than are dispersed-

source resource finds (such as timber, fisheries, or many non-precious metals). The prevailing

school of thought (see the literature cited in van der Ploeg (2011) and Acemoglu and Robinson

(2012)) from the resource curse literature suggests that point-source resources are more valuable

for expropriation, and therefore, generate unstable, kleptocratic societies plagued by bad institu-

tions. Our model, on the other hand, implies that because diffuse source resources are naturally

distributed in a diffuse manner they do not engender the same spending effects as do point-source

(and point-distributed) resources. In this way we tie together the natural resource curse and Dutch

disease explanations.6

The empirical literature on estimation of the Dutch disease and the resource curse begins with

Sachs and Warner (1997a, 1997b, 2001) who find strong evidence of the Dutch disease. Mehlum,

Moene and Torvik (2006) extend their analysis to consider the interaction between institutional

quality and natural resource abundance. We replace their resource abundance measure (which
5It may be said that whereas the Dutch disease is primarily an international economics phenomenon, the resource

curse does not require an international or interregional economics framework. Neary (1988) succinctly summarizes
the Dutch disease as an appreciation of the real exchange rate of non-traded for traded goods which is generated by
the change in an exogenous variable that pushes up the demand for traded versus non-traded goods. Although his
observation is stated for an economically small country the same result holds in large economy Dutch disease models
such as the one in this paper.

6In addition to the Dutch disease and resource curse theories as to the negative effect of natural resources on growth
there is a crowding-out of education effect as demonstrated by Gylfason (2001).
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includes food, beverages, animal and plant products, as well as energy and precious metals) with

natural resource rents (which only includes energy, precious metals, and forestry products). This

narrower measure of natural resources refutes the hypothesis that natural resources by themselves

can cause the Dutch disease. It is only when interacted with inequality that the effect can be

negative. Brunnschweiler and Bulte (2008), van der Ploeg and Poelhekke (2010), and Collier and

Goderis (2012) also propose different measures of natural resources that should not suffer the same

endogeneity problems as that used by Sachs and Warner and Mehlum et al. and, like us, they find

that natural resources by themselves do not cause a disease. In addition to our narrower measure

of natural resources which does not include agriculture (a large source of the endogeneity, since

poor countries are always dependent on agriculture) we treat the possible endogeneity of each

of the dependent variables through the use of Arellano-Bond (1991) and Blundell-Bond (1998)

estimation techniques. An important contribution to this literature is our test of the relationship

between natural resource rent distribution and the Dutch disease. A nice overview of the empirical

literature on the Dutch disease and the resource curse is provided by van der Ploeg (2011).

In the next section we describe the economy of each country. In the third section we characterize

the international trade equilibrium between two countries. The fourth section contains our main

results on natural resource rent distribution. We describe our data in the fifth section and conduct

empirical estimations of our model in the sixth section. Our conclusions are in the seventh section.

All necessary proofs are provided in the appendices.

2 Economic Environment

In this section we develop the simplest possible model that can capture our main points. Follow-

ing Corden and Neary’s (1982) seminal work, we consider two tradable sectors in each country

– natural resources (which they call energy and we will call oil) and manufacturing goods – and

a non-tradable luxury consumption services sector (which we call services). The manufacturing

goods include manufacturing services as well as sales and infrastructure services for the manufac-

tured goods. Items in the services sector are non-tradable and include items such as construction,

entertainment, household services (from childcare to chauffeurs), and maintenance of imported

6



Rolls-Royce automobiles. Manufacturing and services are both produced with a constant returns

to scale technology using labor, the only factor of production. There is learning-by-doing in the

manufacturing sector so more production in the current period boosts labor productivity in later

periods.

Each agent is endowed with the same amount of labor, which she supplies inelastically in the

domestic market, and the size of the identical labor force in each country is normalized to one. In

addition to their labor endowment agents may also be endowed with oil. Oil can be consumed

domestically or exported. In this simple model oil is not produced with labor but is realized as an

endowment, which then allows us to demonstrate the Dutch disease without a resource movement

effect. The price of oil is set on world markets and is normalized to unity.

Formally, one unit of labor produces Mt, (M∗t ) units of the manufacturing good in the home (for-

eign) country. Similarly, A = A∗ are the identical labor productivities in the services sectors in

both countries. The labor productivity in manufacturing is a function of the entire past output.

In particular, the labor productivity at time t increases with past output as a result of the learning

and refinement of the production process in previous periods. The output of manufactured goods

in the home country at time t can be represented as

QMt = `t Mt = `t

tˆ

0

δQMτdτ, (1)

where δ < 1 and `t is the quantity of labor supplied to the manufacturing sector in period t.

Foreign learning obeys the same process with the same δ, however, there are no international

learning spillovers. Of course, `∗t and Q∗Mt may differ. From this point on we will not separately

describe the foreign variables when the distinction is obvious. The instantaneous rate of change

in labor productivity in the manufacturing sector is
.

Mτ = δQMτ. At times we will be interested in

describing the labor productivity at time 0 before any learning has occurred (M0).

Agents earn income from their labor and oil endowments. Each agent in the home and foreign

countries has the same identical labor supply. There is a unit mass of agents in each country and

the unit supply of labor in each country earns a wage wt (w∗t ). The oil endowment in each country

is given as θt (θ∗t ). In the foreign country each agent is endowed with the same amount of oil. The
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measure of home country agents who are endowed with oil is κ, where 0 < κ ≤ 1 . We will refer

to the κ agents as rich and to the 1−κ as poor.7 Each of the rich agents owns θR
t units of oil and

κθR
t = θt. Hence, if κ < 1, then each of the rich agents owns more than the average so that θR

t > θt.

The measure of rich agents indexes the natural resource (and income) distribution in the home

country. Note that a reduction in κ generates a mean-preserving spread in the natural resource rent

distribution. Hence, inequality is decreasing in κ and the distribution is equal when κ approaches

one. We will, therefore, refer to decreases (increases) in κ as a worsening (improvement) of the

natural resource rent distribution.

Per-period preferences in the home and foreign country over the three goods are of the same

Stone-Geary variety.

ut (dSt, dMt, dOt) = (dSt + γ)α(dMt)
β(dOt)

1−α−β (2)

where djt is the consumption of good j in period t and γ >0 is the amount of services that can be

enjoyed without being purchased in the market. These services may consist of socializing with

friends or family, household chores, playing sports, reading, or taking walks. If γ = 0, then these

preferences would be Cobb-Douglas and agents would spend a constant income share (α, β, 1−
α− β) on each of the goods. As will be seen below, with γ >0 services become a luxury good so

that the marginal propensity to consume services is increasing in income. Stone-Geary preferences

are more commonly depicted with γ <0 so that it determines a subsistence level of the good. This

more common depiction does not allow for a consideration of within country income distribution

because all agents must achieve the subsistence level of the good and, therefore, purchase all three

goods. In this case they are all on the same segment of the income expansion path and have the

same marginal propensity to consume all three goods. Our luxury good version, with γ >0 allows

some agents to purchase no services in the market and allows us to make meaningful statements

about within country income distribution.8

7Note that we consider our measure of distribution as time invariant. We make this assumption for several reasons.
First, resource rent distribution policy usually does not change much over time unless it is accompanied by a complete
change of government (or a revolution) and even in that case the change is typically a substitution of one connected
group of recipients for another. Second, although point and diffuse source resources suggest different patterns of
distribution, a country rarely, if ever, changes from being, say, predominantly exporting oil to mostly exporting timber.
Third, our data set exhibit negligible intertemporal variation in inequality regardless of the chosen measure.

8Markusen (2013) makes use of a similar utility function with two goods and also shows that increased income
inequality can increase demand for the luxury good. He uses this result to provide an explanation for the home bias
effect in trade.
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The discounted sum of utility can be represented by

U =

∞̂

0

e−ρtut (dSt, dMt, dOt) dt (3)

where ρ > 0 is the common rate of time preference. There is no uncertainty and no possibility for

international or intertemporal borrowing and lending. Hence, maximization of the above utility

function subject to the per period income constraint PStdSt + PMtdMt + dOt = It, where Pj is the

price of good j and I is income, yields the following demand functions.

dS = Max{0,
αI − PSγ(1− α)

PS
}

dM = Min{ βI
(1− α)PM

,
β(I + PSγ)

PM
} (4)

dO = Min{ I(1− α− β)

(1− α)
, (I + PSγ)(1− α− β)}.

From this point onward, we will suppress the time subscript when it is not necessary for the

exposition. The foreign country demand functions are similar. The income, I, consists of wages

and oil endowment. When oil is equally distributed, we can treat the individual demand functions

as the aggregate demand with income IE = w + θ. When it is not equally distributed, income for

the rich agents is IR = w + κθR and for the poor agents is IP = w . In the foreign country, where

the oil endowment is equally distributed, IE∗ = w∗ + θ∗. In order to consider the effects of income

distribution, we assume that only rich people can purchase services. Our key assumption is,

therefore,

Assumption 1:

A <
γ(1− α)

α
< A +

θ

θ + θ∗
(1− α− β)g(κ)
(α + β)(1− α)

(5)

where g(κ) = A(1 − ακ) + γ(1 − α)κ. As will be seen below, after the equilibrium goods and
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factor prices are derived (in equations 7 and 11), equation (5) is sufficient for

w <
PSγ(1− α)

α
= I0 < w + θ (6)

so that when oil income is equally distributed there is positive demand for services by all agents

(see equation (4)). There are two parts to assumption 1.9 The first inequality states that without

oil income an agent will not purchase services in the market. It clearly requires non-homotheticity

of preferences (γ > 0) and it is more likely to be satisfied if services are more of a luxury good

(larger γ), if they comprise a smaller share of total expenditure (smaller α) or if labor productivity

in services (A) is not too large. The second inequality will be satisfied if the oil endowment (θ) is

sufficiently large.

Inspection of the demand functions in equation (4) also reveals that rich and poor home country

agents consume differing amounts of manufactured goods and oil. Although less people purchase

services when income is not equally distributed, those who purchase them purchase relatively

more of them (as a result of the positive income effect given by the non-homotheticity of prefer-

ences). An important determinant of our results is that the larger purchases dominates the fewer

purchasers so that total purchases of services are larger when income is less equally distributed.

In figure 1, we graph the demand for services and manufactured goods as a function of income.

The per-period utility function given in equation (2) allows the demand for services (manufac-

tured goods) to be a strictly convex (concave) function of income. As seen in figure 1 a worsen-

ing of the resource rent distribution generates a mean preserving spread so that the quantity de-

manded of services (the convex function) increases and the quantity demanded of manufactured

goods decreases. It will be seen below that these differences play an important part in explaining

the pattern of trade and learning-by-doing in otherwise similar economies.

9Equation 6 is equivalent to A < γ(1−α)
α < A + θ

θ+θ∗
(1−α−β)[g(κ)M0+(A+γ)(1−α)M∗0 ]

(α+β)(1−α)M0
. Hence, the first inequality in

assumption 1 is identical to the first inequality in equation 6. Evaluating the second inequality when M∗ = 0 yields the
sufficient condition given in the second inequality in assumption 1.
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Figure 1: Demand and resource rents distribution
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3 International trade

We now consider international trade between the home and foreign countries. The price of the

non-traded services can differ across countries, but the price of the freely-traded manufactured

goods and oil are equalized across countries in the free trade equilibrium. Given the above de-

scribed technologies, we then have the following four equilibrium prices

PM =
w
M

=
w∗

M∗
, PS =

w
A

, P∗S =
w∗

A
, PO = 1. (7)

Oil can be traded, but is not produced, therefore, the total world demand must equal the total

world endowment. The demand for the non-traded services must equal its supply in each coun-

try. The labor, services, and (by Walras’ law) the goods markets equilibrium is given by these

equilibrium conditions.

dO + d∗O = θ + θ∗, dS = A(1− `), d∗S = A(1− `∗). (8)
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From the equality of world demand and supply for oil and the pricing equation for services we

have

[
w(1− κ) + (1− α)wκ + (1− α)w∗ + (1− α)

wκ + w∗

A
γ

]
[1− α− β] = (1− α)(α + β)(θ + θ∗).

(9)

which uses the observations that κ < 1 of the home agents have income w + θR and the remaining

1− κ have income w.

Combining the separate zero excess demand conditions for services in each country along with

the pricing equation for services yields the following two wage equations for home and foreign.

w =
Aαθ

A(1− `− ακ) + γ(1− α)κ
, w∗ =

Aαθ∗

A(1− `∗ − α) + γ(1− α)
. (10)

Combining equations (9) and (10) along with the pricing equation for manufactured goods given

in equation (7) completely describes the international trading equilibrium. The price of the man-

ufacturing good, the measure of labor in the manufacturing sector in each country and the equi-

librium home and foreign wage are then given by

PM =
A(α + β)(θ + θ∗)(1− α)

[(Mκ + M∗)(A + γ)(1− α) + MA(1− κ)][1− α− β]
,

` =
[θβ + (α + β)(1− α)θ∗]g(κ)M− α(1− α− β)θg(1)M∗

AM(α + β)(1− α)(θ + θ∗)
, (11)

`∗ =
[θ∗β + (α + β)(1− α)θ]g(1)M∗ − α(1− α− β)θ∗g(κ)M

AM∗(α + β)(1− α)(θ + θ∗)

w =
AM(α + β)(1− α)(θ + θ∗)

(1− α− β)[g(κ)M + g(1)M∗]
, w∗ =

AM∗(α + β)(1− α)(θ + θ∗)
(1− α− β)[g(κ)M + g(1)M∗]

where g(1) = (A + γ)(1 − α), which is g(κ) evaluated at κ = 1. Note that these equilibrium

conditions are derived for the case where the distribution of the home oil rents are unequal.
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4 Resource Rent Distribution and the Dutch Disease

In this section we analyze how the home country’s resource rent distribution affects the pattern

of trade and the possibility of suffering a Dutch disease. From equation (11) we can see how the

distribution of the resource rents affects the pattern of comparative advantage. In particular, we

can characterize the ratio of the home to foreign labor share in manufacturing. If we then evaluate

it when manufacturing productivity and resource endowments are the same, so that M = M∗ and

θ = θ∗, this ratio can be written as

`

`∗
=

[2β + α(1− α− β)]g(κ)− α(1− α− β)g(1)
[2β + α(1− α− β)]g(1)− α(1− α− β)g(κ)

. (12)

The ratio in equation (12) is equal to unity when κ = 1. To evaluate this ratio when κ < 1, note

that the derivative of g(κ) with respect to κ is γ(1 − α) − αA which is positive by assumption

(1).10 Hence, g(κ) < g(1) for all κ < 1, and the ratio in equation (12) is, therefore, less than

one for all κ < 1. Furthermore, as the home resource rent distribution becomes more unequal (κ

decreases) the ratio becomes smaller and the home country falls further behind the foreign country

in manufacturing production.

Equation (12) shows that the distribution of the resource rents can be a source of comparative

advantage even when resource rents are equal. It provides a possible answer as to why some

countries suffer a Dutch disease after finding a natural resource. Of course, equation (12) is a

special case. To better see the effect of the natural resource distribution on manufacturing and

service production we now consider the marginal effect of resource rents distribution after any

history.

It is possible that after some histories, the manufacturing output in the country with unequal

distribution of rents may be zero. As we show in proposition 1 if manufacturing output is positive

in both countries, then worse home country distribution reduces home manufacturing output and

increases that in foreign. The proposition also shows that the home country distribution (as well

as manufacturing productivity and resource rents) determines whether manufacturing output is

10The result that g(κ) is increasing in κ (which follows from assumption 1) is used throughout the remainder of the
analysis.
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Figure 2: Distribution and the pattern of trade

κκ̂ 1

l
l∗

1

Low θ

High θ

greater than zero or not.

Proposition 1. There exists a κ̂(θ, θ∗, Mt, M∗t ) and a κ̂∗(θ, θ∗, Mt, M∗t ) such that home manufacturing

output is positive only if κ > κ̂ and foreign manufacturing is positive only if κ < κ̂∗. If κ ∈ (κ̂, κ̂∗), then

an increase in the inequality of the home resource rent distribution reduces home manufacturing output and

increases foreign output.

Proposition 1 extends the result in equation (12) by showing that a worsening in the distribution of

the natural resource endowment not only changes the ratio of home to foreign manufacturing, but

also causes an absolute reduction of manufacturing at home and an increase abroad. This result

holds regardless of the previous history and of the manufacturing productivity in period t. In

fact, the proof of this proposition shows that the reduction in home manufacturing is independent

of the home manufacturing technology. On the other hand, greater relative home technology

( M
M∗ ) does reduce the foreign manufacturing growth that results from worse home resource rent

distribution. Finally, note that the above result holds regardless of either country having a greater

natural resource endowment. The results of proposition 1 are illustrated in figure 2.

In figure 2 we see that the relative level of home versus foreign manufacturing is a function not
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only of resource endowments and manufacturing productivity, but also the home country distri-

bution of the resource rents. In particular, comparative advantage is also a function of the resource

rent distribution. Even when the home country has better initial technology in manufacturing and

a smaller natural resource endowment, it can still have a comparative disadvantage in manufac-

turing if it has worse natural resource rents distribution.

We now show that the Dutch disease can arise solely from less equal natural resource rents distri-

bution. Furthermore, such an outcome is possible even in the absence of an increase in the relative

wage of the country with worse resource rents distribution. In fact, as a result of the reduction in

manufacturing output, the relative wage will decrease in the long run.

Proposition 2. A worsening of the home country resource rent distribution can generate manufacturing

stagnation. It does so without a change in the relative home to foreign wage in the short run and with a

decrease in the long run.

An interesting difference between our model and the models of the Dutch disease discussed in the

introduction is that the wage in the country that has the resource boom (or the less equal income

distribution) does not increase relative to that of the other country. In fact, it can decline over time.

This result occurs mainly because international trade equalizes the domestic and foreign prices

of manufactures, so that relative wages are given by Ricardian productivity differences across

countries. In particular, there are constant returns to labor in the manufacturing sector in our

model and all manufacturing goods have the same technology. In all but one of the previously

mentioned Dutch disease models there are diminishing returns to labor so that as the wage rises,

the labor demand adjusts, which in turn affects the marginal product of labor so that labor is still

paid the value of its marginal product. In Krugman (1987) each of the manufacturing goods has a

different labor productivity so that an increase in the relative wage corresponds to production of

a set of goods with higher average labor productivity. In our model, on the other hand, each good

in the manufacturing sector has the same Ricardian technology, therefore, no such adjustments

are possible in the manufacturing sector and the relative wage does not rise in response to the

change in the natural resource rents (or their distribution). Although it arises from a simplification

designed so that we can more clearly present our main point about the distribution of the natural

resource rents, our simple stylized model also shows that the Dutch disease can arise without an
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increase in the relative wage even when there is full employment.

If we were to consider two small countries (as in Corden and Neary (1982) or Matsuyama (1992)),

then they would face a given price for the manufactured goods. In reassessing proposition 1 note

that PM is decreasing in κ so that a worsening of the home distribution raises the price of manufac-

tured goods. This price increase somewhat attenuates the reduction in the home manufacturing

sector but also generates an increase in the foreign manufacturing sector. In the case of two small

economies there would be no change in PM and the reduction of the home manufacturing sector

would be larger, but there would be no increase in the size of the foreign manufacturing sector.11

Given that many of the countries in our empirical sample could be considered as economically

small it is important to see that our results are still valid for the case of a small country.

In our empirical analysis we will make use of annual changes in the resource rents, therefore, it

is necessary to show that our results are robust to temporary changes in resource rents or their

distribution. Our main concern is with the boom and bust cycle of a depletable natural resource

find or the fluctuation in commodity prices. Furthermore, a temporary change in rent distribution

can arise from a change in government policy.12 It may be wondered if, after the resource rents or

their distribution return to their previous equal level, the now lower relative home wage (given

by the loss of learning-by-doing) could offset the technology difference and shift manufacturing

production back to its earlier level. We answer this question in proposition 3.

Proposition 3. If Mt = M∗t , and from time t to a finite time τ > t either θ > θ∗ or κ < 1 or both, and

after time τ, θ = θ∗ and κ = 1, then home will have lower manufacturing productivity, lower wages, and

lower income for all time after τ.

Hence, a temporary reduction in the equality of resource rent distribution or a temporary resource

boom can generate permanent manufacturing stagnation. In addition, if home productivity drops

enough so that κ̂ ≥ 1, then home manufacturing could remain at zero even after the narrowly

distributed resource boom is over.

11Treating PM as an exogenous parameter allows us to write ` = A(1−ακ)+γ(1−α)κ
A − αθ

MPM
and `∗ = (1−α)(A+γ)

A − αθ∗
M∗PM

so that ∂`t
∂κ = γ(1−α)−αA

A > 0 = ∂`∗t
∂κ .

12As noted in footnote 7, resource rent distribution is not expected to vary much over time, therefore, this second
consideration is of less interest empirically.
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5 Empirical Testing

In this section we test whether the predictions of our model are supported by the data. In partic-

ular, we test how changes in national income (or GDP) are affected by natural resource rents and

their distribution. Using equation (11) and the fact that current manufacturing productivity is a

function of some initial level as well as the past history of resource rents and their distribution, we

can write the equation that forms the basis of our estimation strategy as:

GDPt = It = wt + θt = f (Mt, M∗t , κ, θt, θ∗t ) = f (M0, M∗0 , κ, {θτ}t
τ=0 , {θ∗τ}t

τ=0) (13)

From equation (11) we see that ∂It
∂θt

> 0 >
∂I2

t
∂θt∂κ . The partial derivatives indicate that an increase

in the current period natural resource rents should increase current GDP, however, this positive

effect is mitigated by a less equal distribution. Given the reduction in learning by doing that it

entails our theory predicts that the negative effect would be more evident for past period resource

booms.

An OLS regression that could capture our coefficients of interest is given by equation (14).13

(logGDPit− logGDPit−1) = β0 +(β1− 1)logGDPit−1 + β2Nrit + β3(Ginii � Nrit)+ β4Xit + δi + δt + εit (14)

The variable logGDPit has subscript i for country and t for year. Economic growth is measured

by the annual changes in the log of GDP per capita and is expressed in percentages. Ginii is the

reported Gini coefficient from the World Bank World Development Indicators (World Bank, 2013),

which is averaged over 1965-2008 and indexed between 0 to 1. The data for natural resource rents,

Nrit, is also from the World Bank (2013). The interaction term of interest is (Ginii � Nrit) with β3 as

its coefficient, which we expect to be negative. Our theory also predicts that β2 is positive. Xit is

a vector of other explanatory variables that will be discussed below. Finally, δi and δt are country

13Our theory also supports an estimation where changes in the employment shares in manufacturing sector is used
as the dependent variable. We prefer to use the GDP growth rate as the dependent variable for three reasons. First, the
data on the employment share of manufacturing is noisy, and there is a lot of missing observations for the time period
of our study. Second, the existing data indicates a continuous decline in employment shares in the manufacturing
sector for almost all countries. This decline could be caused by other general factors such as non-uniform labor-saving
technological change, which are less relevant for our purposes (i.e. income distribution and natural resources). Finally,
since the majority of the previous empirical work on the Dutch disease and the resource curse makes use of a growth
equation, employing the same approach enables us to compare our results with those.
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and year fixed effects, respectively. We could also perform the same estimation with the lag of

natural resource rents as well as its interaction with the Gini coefficient to test whether the effects

appear after a year is passed.

This regression in equation (14), however, is inconsistent because the lag of GDP is used as a re-

gressor both directly and indirectly as the denominator of the natural resource rents variable. In

addition, many of the additional variables included in Xit could also be endogenously determined

by the growth of GDP. Hence, in order to control for the potential endogeneity of the regressors, to

isolate country heterogeneity, and to capture annual changes while dealing with possible incon-

sistencies associated with the fixed effects estimation we utilize dynamic panel analyses. We start

first with Arellano-Bond estimators and then proceed to use Blundell-Bond estimators. For a dy-

namic growth panel such as ours, Bond, Hoeffler, and Temple (2001), show that the Blundell-Bond

approach provides more reliable estimates. This result is confirmed in our analysis because the

Blundell-Bond estimators in tables 3 and 4 do not suffer from the weak instruments that plague

the Arellano-Bond estimators in column (1) of tables 1 and 2.

Before describing our estimation procedure, we define the rest of our explanatory variables that

are included in Xit. These variables include the log of the fertility rate, government consumption

as a share of GDP, inflation (annual percentage), investment, the annual growth rate of the terms

of trade, and the log of initial per capita GDP squared. To be consistent with other cross sectional

analyses, we also include institutional quality and its interaction with natural resource rents in our

fixed effect model. This variable is an index between 0 and 1 with a higher value indicating better

institutions. It is an average of 6 different variables (corruption in government, rule of law, bu-

reaucratic quality, ethnic tensions, repudiation of contracts by government, risk of expropriation)

compiled by Keefer and Knack (1998). The data for these six institutional quality variables is from

the International Country Risk Guide (ICRG) database for the period 1982-1997 and the data for

the other variables is from World Bank (2013). More details and definitions of the variables can be

found in appendix Table A1. Appendix Table A2 contains summary statistics for these variables

and the list of the countries in our data set can be found in Table A3.

There is no known empirical measure of the distribution of natural resource rents and we, there-

fore, use an average Gini coefficient during the above time period. There are three main reasons
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for our decision to use an average value of the Gini coefficient. First, our dataset does not cover

every year in the sample; however, since the Gini coefficients do not appear to change much over

time, we feel comfortable using the averages of the reported years. Second, if we were to use a

panel, then we would have a very small one as the data is reported for a small subset of the total

years in our sample. Third, we are not interested in annual changes in the inequality index per

se, but rather the annual evolution of the natural resource rents interacted with some measure of

their inequality of distribution for each country.14 Finally, because the Gini coefficient is a time

invariant average, it is isomorphic to the country effects and would be dropped from the panel

regression if we tried to separately estimate its effect.

6 Dynamic Panel Analysis

Our estimation procedure needs to address issues of country heterogeneity, short run time effects,

and any possible endogeneity between the dependent variable and the predictors of GDP growth.

We, therefore, consider the effects of annual changes in the dependent variables on GDP growth,

through dynamic panel data analyses.15 We build on a regression introduced by Barro (2000) that

was then modified by Banerjee and Duflo (2003) where they looked at the effect of inequality on

growth. In turn, we extend these analyses to also estimate the impact of natural resource rents

alone and interacted with inequality. In addition to the use of a differenced GMM estimation

method introduced by Arellano and Bond (1991), to address potential inconsistency or endogene-

ity issues we also use a modified system GMM estimation technique introduced by Blundell and

Bond (1998). Finally, we also consider the relationship between institutional quality and income

inequality, and we show that our results are robust to a similar regression where inequality is

replaced by the residuals of a regression of inequality on institutional quality.

We begin by using a first-differenced estimator and instrument the variables using further lags as

14The relationship between income inequality and growth over time is not straightforward. Theoretically, the
Kuznets curve suggests that income inequality first increases and then declines as an economy develops. It has also
been indicated empirically that this non-linearity generates ambiguous estimation of the effect of inequality on growth.
There have been some attempts to pin down this relationship empirically through different methods of estimation, and
generally the inverted-U shape Kuznets curve is confirmed in the data. In our panel data analysis, however, we are not
concerned with the direct effect of inequality on growth or with its functional form.

15Our panel does not suffer a unit root problem and the variables are not necessarily integrated of order one. The
results of the Im, Pesaran and Shin (2003) unit root tests are in Table A6 in the appendix.

19



suggested by Arellano and Bond, where the one period lagged GDP per capita is a predetermined

variable.16 17 As a result, our main specification can be expressed as equation (15):

∆logGDPit = β1∆logGDPit−1 + β2∆Nrit + β3(Ginii � ∆Nrit) + β4∆Xit + ∆δt + ∆ε it (15)

Where ∆ stands for the annual changes. To deal with the contemporaneous correlation of the

lagged GDP, as well as the endogeneity of all other variables, we use further lags of the variables

(but not the first lag) as instruments.18

6.1 Difference GMM estimation

Note that using only one instrument for each variable in a difference GMM estimation leads to

exact identification of the model and in this case we would be unable to verify the validity of

instruments using an over-identification test. To overcome this issue, we increase the number of

instruments by using one lag for the predetermined variable (i.e. the initial GDP) and two lags for

the other endogenous variables.19 Thus, Zit represents our vector of instruments used in Arellano-

Bond estimation

Zit = [logGDPit−2, Nrit−2, Nrit−3, Ginii � Nrit−2, Ginii � Nrit−3, Xit−2, Xit−3]

In order for the difference GMM and system GMM to be appropriate estimation methods, no

serial correlation should exist in the first-differenced errors at orders 2 and above. A Sargan test

16Finding external (non-lagged) instruments that are exogenous to GDP growth is generally considered as impossible
because almost everything is endogenous to growth. In dynamic growth panel analyses, therefore, the generalized
method of moments (GMM) estimation of the first-differenced equations (Arellano-Bond (1991)) with lags are generally
used as the best possible instruments (see Barro, 2000). Still, lagged variables are some times considered as weak
instruments and the system GMM method of Blundell and Bond (1998) is considered to provide more reliable estimates
in our type of analysis (see Bond, Hoeffler, and Temple (2001)). In fact, we do find that our results are more consistently
significant across specifications when we use Blundell-Bond estimators in section 6.2.

17All results are computed using xtabond2 command in STATA with collapsed instruments in order to tackle the
problem of too many instruments. See Roodman (2009).

18We do not use the first lag because (logGDPit−1 − logGDPit−2) is correlated with (εit − εit−1). At the same time,
under the crucial assumption of no serial correlation of the error terms (which we test later on), ∆εit is uncorrelated
with ∆logGDPit−τ for τ ≥ 2 so that additional lags are valid to be used as instruments in an instrumental variable (IV)
estimation.

19This exact identification problem is not the case in a system GMM estimation since the number of instruments that
are generated is more than the number of endogenous variables. Thus, our Blundell-Bond estimator uses one lag for
all the predetermined and endogenous variables.
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constructs p-values such that the null hypothesis of Cov (∆ε it, ∆ε it−τ) = 0 for τ = 1, 2, 3, is rejected

at 5 percent level if p < 0.05. If ε it are not serially correlated, then we expect to reject the null

hypothesis at order 1, but not at higher orders. As shown in table A5 of the appendix the p-values

indicate that we fail to reject the null hypothesis at orders 2 and above. Thus, there is no serial

correlation in the error terms and two and three period lagged terms are valid instruments.
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Table 1 reports the results of estimating equation (15) using the Arellano-Bond method.20 In

columns (1) and (3) the GMM estimation is performed on all variables including current natu-

ral resource rents. In columns (2) and (4) it is replaced by lagged natural resources.

There are four communist countries in our data set. Although low income inequality is a matter

of ideology in communist countries, the same cannot be said for accurate reporting of economic

statistics. We, therefore, create a restricted sample and exempt the communist countries from our

analysis in columns (3) and (4) to test if the results are affected by the presence of these countries.21

The results presented in this table suggest that when lagged natural resource rents are taken into

account, the resource rents variable and its interaction with inequality have the expected signs.

The interaction of lagged resource rents and the Gini coefficient has a significant negative impact

on GDP growth when communist countries are excluded from the sample. From the results in

column (4) natural resource rents will only increase the growth rate of GDP if the Gini is less than

0.44. In particular, from equation (15) we have that ∂∆logGDPit
∂Nrit

= β2 + β3(Ginii) which implies a

critical gini coefficient of −β2
β3

, which in the case of column (4) is 1.933/4.358.

One concern with our results is that although the estimated coefficient for lagged GDP is negative,

it is insignificant so that conditional convergence appears to be absent in our results. It should be

noted, however, that conditional convergence is more of a long term phenomenon than an an-

nual one. Most of the panel studies which have found significant growth convergence (see Barro,

2000, Banerjee and Duflo, 2003, and the literature cited by them) have considered 5-year intervals

for their sample, whereas in our analysis we are interested in year-on-year changes to take into

account the annual fluctuations of natural resource rents. Still, our estimated coefficient has the

correct sign, implying that conditional convergence may also have appeared in our analysis if we

had considered longer time intervals.

A further concern is that the Gini coefficients and institutional quality could be correlated, in

which case the Gini coefficients would capture the effects of institutional quality on growth rather
20Our results are robust to the use of additional lags used as instruments. These variations are contained in our online

appendix, Behzadan et al (2016), which is located at https://ideas.repec.org/p/rye/wpaper/wp044.html.
21Although not significant, the coefficient of natural resource rents and its interaction term have the wrong sign in

column (1). We note, however, that the Hansen test p-value is low for the instruments in column (1) so that this result
may not be directly attributable to the data from the communist countries. A weak Hansen test p-value also plagues
the results in column (1) of table 2. When we use the Blundell-Bond estimators to control for weak instruments, the
Hansen test provides strong p-values for all 8 formulations and the coefficient on natural resources and its interaction
have the expected sign in all 8 columns of tables 3 and 4.
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than our postulated distributional effects. Although the correlation matrix in Table A4 shows a

negligible linear correlation between these two variables, we would like to make sure that our

results are not driven by any (either linear or non-linear) correlation between inequality and insti-

tutional quality. In order to remove such a possible multicollinearity problem, and check whether

our results remain robust, we adapt the following procedure. We begin by regressing the Gini

coefficient on institutional quality and the quadratic institutional quality term, then retrieve the

residuals from this regression. We next use these residuals instead of the Gini coefficient so that

we have a measure of income inequality purged from institutional quality.
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Table 2 presents the results of the same regressions as in Table 1 with these purged Gini coefficients.

Our previous findings improve after this adjustment: in the non-restricted sample, we also find a

significant estimated coefficient on the interaction term in the lagged regression (in column 2).
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6.2 System GMM estimation

Although the Arellano-Bond estimator is dynamically consistent, it might suffer from finite sam-

ple biases in the presence of weak instruments. For example, lagged levels of the series may be

weakly correlated with the subsequent first differences if there is either a unit root problem in

the series or if the variance of the individual effects (δi) increases relative to variance of the er-

ror terms (ε it). Although, as shown in our unit root test in Table A6 in the appendix, there is

no non-stationarity problem in our panel, we cannot be certain that our lagged values are uni-

formly strong instruments. We, therefore, also perform a system GMM estimation introduced by

Arellano and Bover (1995) and Blundell and Bond (1998, 2000) to examine whether our results

are robust in the presence of these possible drawbacks. In particular, the Blundell-Bond system

GMM estimator combines the set of first-differenced equations and lagged level instruments (as

used in the Arellano-Bond difference GMM estimator), with an extra set of level equations and

immediate lagged first differences as instruments. 22 The validity of these instruments are satis-

fied by the reported p-values of the Hansen over-identification test. In each case the Hansen test

p-value is higher than 5 percent and ranges from around 20% to 80%. We report the results of the

Blundell-Bond estimation below.
22See Blundell and Bond (1998) for the calculation of the system GMM estimator.

25



The results of the Blundell-Bond estimations are reported in Table 3 and the corresponding results

of the robustness check, where we use the residuals of the regression of the Gini on institutional

quality and its square, are presented in Table 4. Since the Blundell-Bond estimator generates more

than one instrument for each variable there is no problem of exact identification and we use only

one lag for each variable. Still, we report the results of using additional lags in our online ap-

pendix (Behzadan et al, 2016) and we note here that our results are robust to the inclusion of these

additional lags.
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As seen in Tables 3 and 4 the results from the Blundell-Bond estimation procedure establish the

robustness of our results in Tables 1 and 2 and improve on those results in many respects. For

example, in Table 3 natural resource rents is found to increase growth if the Gini coefficient is

below a critical level in all four specifications. Furthermore, we find that investment, as expected,

has a significant positive effect on growth. We also find some significant evidence of GDP growth

convergence, however, as mentioned in the previous section we should not expect to find strong

evidence of convergence when looking at annual changes. Most importantly, our coefficient of
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interest on the interaction term between the Gini coefficient (or the residuals) and natural resource

rents (or its lagged value) is still negative and significant. The Blundell-Bond estimated coefficient

on this interaction term, however, is smaller than that in the Arellano-Bond estimation, which

suggests that in our case the difference GMM estimator is biased upwards. Although the Arellano-

Bond estimators are consistent, and they provide results that support our theory, by tackling the

issue of weak instruments Blundell-Bond estimation provides more reliable results for our analysis

and ones that are even more supportive of our model.

7 Conclusion

In this paper we demonstrate that the Dutch disease effect may arise solely from the distribution of

the natural resource rents. If the resource rents are less widely distributed, then the Dutch disease

is more pronounced. In fact, the resource rents distribution can take precedence in determination

of the Dutch disease. Our results suggest why some countries, therefore, have a greater chance of

suffering this ailment.

We then take our theoretical model to the data and verify that inequality plays a significant role in

whether being resource-rich generates sickness or health for an economy. Our empirical findings

support our hypothesis that the Dutch disease is directly linked with how well the natural resource

rents are distributed. The more unequal is this distribution, the stronger is the disease.

Apart from our focus on non-homothetic preferences our model is similar to that in Krugman

(1987), Neary (1988), Torvik (2001), Goderis and Malone (2011), van der Ploeg and Venables (2013),

and Beine, Coulombe and Vermeulen (2015) in that the natural resource sector does not use any

labor (it is a pure economic windfall that is equivalent to a foreign transfer), however, it differs in

that the natural resources are consumed and can be traded. In this way our framework is closer

to Corden and Neary (1982), however, they also allow for their energy sector to employ factors

of production (except when they turn off this possibility in order to concentrate solely on the

spending effect). Although ignoring labor employment in the natural resource sector simplifies

the exposition of our model (which works only through the spending effect), it also mirrors the

empirical observation that in many countries a natural resource boom does not generate a large
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shift of labor towards the resource sector.23

Although there is no resource movement effect in our model, it does not mean that our results

would be impervious to changes in the labor supply. As Beine, Coulombe and Vermeulen (2015)

show, interprovincial and temporary worker immigration mitigate the Dutch disease effects of

natural resource booms in western Canada. The results in our paper suggest that the mitigating

effects of immigration may also depend on the share of the natural resource rents distributed to the

economic migrants and may, therefore, be stronger in a more egalitarian country such as Canada.

Our analysis also relates to a recent debate evolving around the optimal use of resource revenues

in developing countries (Collier, van der Ploeg, Spence, and Venables, 2010). Although we do

not consider alternative distribution mechanisms to this effect, our main result demonstrates that

equality in the distribution of natural resource rents could be an important factor to cope with

Dutch disease dynamics. Future contributions to this discussion should explicitly consider the

mechanisms through which natural resource rents are allocated.24

Our focus on the distribution of natural resource rents develops a relationship between Dutch

disease effects and resource curse effects. Ideally one would like to more completely distinguish

between, and isolate the effects of, institutions and resource rents distribution in explaining the

growth of natural resource abundant countries. We leave these topics, as well as development of a

more general understanding of the relationship between distribution and institutions, for further

research.
23As noted by Brahmbhatt, Canuto, and Vostroknutova (2010) this resource movement effect is less prevalent in low-

income countries. Furthermore, in many of the wealthy gulf oil states in the Middle East the workers are brought
in from abroad. As shown by Kapiszewski (2006) the percentage of foreign-born workers in Kuwait, Qatar and the
UAE (in 2004) are 64, 70, and 81 percent of the total population. A similar example is given by many South American
countries where mining constitutes a large part of export revenues, but employs a very small part of the population.
For example, mining made up 59 percent of Peru’s exports in 2011 but employed only 1 percent of the labor force
(Calfucura, Ortiz, Sanborn, and Dammert, 2013).

24An important observation here is that different allocation mechanisms may not be perfect substitutes. For example,
remittances or foreign aid are conventionally considered to be analogous to natural resource finds in the literature.
Although all these channels denote a windfall, the channels of injection to the economy could be different. Whereas
the natural resource rents may be captured by the upper segments of the income distribution, remittances may be
associated with poor or middle-class households on the receiver ends (see Behzadan and Chisik, 2016). Our framework,
therefore, shows that natural resource finds and remittances may have different Dutch disease implications.
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A Appendix

A.1 Proofs.

Proposition 1. There exists a κ̂(θ, θ∗, Mt, M∗t ) and a κ̂∗(θ, θ∗, Mt, M∗t ) such that home manufacturing

output is positive only if κ > κ̂ and foreign manufacturing is positive only if κ < κ̂∗. If κ ∈ (κ̂, κ̂∗), then

an increase in the inequality of the home resource rent distribution reduces home manufacturing output and

increases foreign output.

Proof. From equation (11) home manufacturing production is positive if

Mt

M∗t
>

α(1− α− β)θg(1)
[θβ + (α + β)(1− α)θ∗]g(κ)

. (16)

Similarly foreign manufacturing is positive if

M∗t
Mt

>
α(1− α− β)θ∗g(κ)

[θ∗β + (α + β)(1− α)θ]g(1)
. (17)

The bounds given in equation (16) indicate that there exists a κ̂(θ, θ∗, Mt, M∗t ) such that home man-

ufacturing is positive if and only if the equality of home resource rent distribution is above this

critical level. Differentiation of both sides of equation (16) reveals that κ̂ is increasing (decreas-

ing) in the home (foreign) oil endowment and foreign (home) manufacturing productivity. Put

succinctly, it is decreasing in θ∗ and Mt and increasing in θ and Mt
∗. Similarly, from equation (17)

there exists a critical level of the home natural resource rent distribution κ̂∗(θ, θ∗, Mt, M∗t ) such that

foreign manufacturing is positive if and only if κ is below this critical level and κ̂∗ is decreasing

in θ∗ and Mt and increasing in θ and Mt
∗. Of course, unless the foreign oil endowment is much

larger, or their manufacturing productivity is much lower, this critical κ̂∗ would be greater than

one and not relevant in equilibrium.

If the bounds in equations (16) and (17) are satisfied, then it is straightforward to verify the effect

of the home country’s resource rent distribution on manufacturing output in home and foreign.

In particular, from equation (11) we have that
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∂`t

∂κ
=

[θβ + (α + β)(1− α)θ∗][γ(1− α)− αA]

A(α + β)(1− α)(θ + θ∗)
> 0

∂`∗t
∂κ

= −α(1− α− β)θ∗[γ(1− α)− αA]Mt

A(α + β)(θ + θ∗)(1− α)M∗t
< 0. (18)

In signing the above derivatives we again use assumption (1).

Proposition 2. A worsening of the home country resource rent distribution can generate manufacturing

stagnation. It does so without a change in the relative home to foreign wage in the short run and with a

decrease in the long run.

Proof. From equation (11) the relative home wage is wt
w∗t

= Mt
M∗t

which does not depend on the

current period values of κ, θ or θ∗. Hence, the relative wage does not change in the short run.

After any change in the resource rent distribution of the home country, the total adjustment in the

home manufacturing labor productivity at any time t is given by

dMt =

tˆ

0

δ
∂QMτ

∂`τ

∂`t

∂κ
dκdτ =

tˆ

0

δMτ
∂`t

∂κ
dκdτ (19)

which, is strictly negative if dκ < 0 and κ > κ̂ and is weakly negative if dκ < 0 and κ ≤ κ̂.

Similarly, for dκ < 0 and κ < κ̂∗ the total change in foreign manufacturing labor productivity is

dM∗t =

tˆ

0

δ
∂Q∗Mτ

∂`∗τ

∂`∗t
∂κ

dκdτ =

tˆ

0

δM∗τ
∂`∗t
∂κ

dκdτ > 0.

Proposition 3. If Mt = M∗t , and from time t to a finite time τ > t either θ > θ∗ or κ < 1 or both, and

after time τ, θ = θ∗ and κ = 1, then home will have lower manufacturing productivity, lower wages, and

lower income for all time after τ.

Proof. We begin by writing the ratio of home to foreign labour in manufacturing at time t for the

case when the resource rents and their distribution are equal in home and foreign.
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`t

`∗t
=

M∗t Mt[2β + α(1− α− β)]−M∗t M∗t α(1− α− β)

M∗t Mt[2β + α(1− α− β)]−Mt Mtα(1− α− β)
(20)

Equation (20) shows that if Mt < M∗t , then `t < `∗t and foreign would have a comparative ad-

vantage in manufactured goods. Although wt < w∗t (because w∗t
wt

= M∗t
Mt

), this wage reduction will

not be enough to offset the lower home manufacturing productivity. Wages cannot drop enough

to reverse the pattern of trade given by comparative advantage. Furthermore, the reduction in

the home wage will not change the measure of home agents that buy services, because the price

of services is tied to the wage (see equations (6) and (7)). In equation (20) we only consider the

case when manufacturing output is positive in home and foreign, however, the same result holds

for the case when the home country does not produce manufactured goods. In particular, if the

condition in equation (16) is not satisfied, then any further drop in the home relative wage would

not bring back the manufacturing sector.
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April 26, 2017

1 Introduction

In this appendix we present the additional empirical sections in testing whether the Dutch disease

arises in countries with less equal distribution of natural resource rents. Our empirical strategy as

a whole consists of two parts. First, in order to draw comparisons with the seminal empirical pa-

pers on the Dutch disease and the resource curse (Sachs and Warner (1997a) and Mehlum, Moene,

and Torvik (2006)) we employ a cross-sectional analysis of the data and look for the relationship

between resource rent distribution and growth. The empirical literature on estimation of the Dutch

disease and the resource curse begins with Sachs and Warner (1997a, 1997b) who find strong evi-

dence of the Dutch disease. Mehlum et al. (2006) extend their analysis to consider the interaction

between institutional quality and natural resource abundance. In addition to the extensions noted

above we also replace their resource abundance measure (which includes food, beverages, animal

and plant products, as well as energy and precious metals) with natural resource rents (which

only includes energy, precious metals, and forestry products). This narrower measure of natural

resources refutes the hypothesis that natural resources by themselves can cause the Dutch disease.

It is only when interacted with inequality that the effect can be negative. Brunnschweiler and Bulte

(2008), van der Ploeg and Poelhekke (2010), and Collier and Goderis (2012) also propose different

measures of natural resources that should not suffer the same endogeneity problems as the mea-

sure used by Sachs and Warner and Mehlum et al and, like us, they find that natural resources by

1



themselves do not cause a disease.

Although influential, it has been suggested that the results in these seminal papers may not be ro-

bust to better econometric specifications. In particular, cross-section growth equations may suffer

from endogeneity of the supposed independent variables, effects driven by unobservable country

heterogeneity, and the measure of natural resources. Hence, we extend our analysis in several

dimensions. Since the old measure of natural resource that is used in these studies could most

likely endogenous (as it includes agriculture), we introduce a more compelling measure of nat-

ural resource rents. We also consider the relationship between institutional quality and income

inequality, and we show that our results are robust to a similar regression where inequality is

replaced by the residuals of a regression of inequality on institutional quality. In fact, there is sur-

prisingly little correlation between institutional quality and inequality. One possible explanation

for this finding is that (as a matter of ideology) Muslim, communist, and former communist coun-

tries have low (reported) levels of inequality. Finally, in order to isolate country heterogeneity

in capturing annual changes while dealing with the possible inconsistency of an OLS estimation,

and especially any possible endogeneity of the regressors, we utilize a dynamic panel analysis

with Arellano-Bond and Blundell-Bond general method of moments (GMM) estimators. This on-

line appendix covers our examination of the measure of natural resources that we use throughout

the paper and also provides further variations of the dynamic panel analysis which is discussed

in more details in our original paper.

Our findings in this appendix (inline with the findings in our original paper) do not refute our

hypothesis that the Dutch disease is directly linked with how well the natural resource rents are

distributed. Natural resource rents by themselves positively impact growth, however, the interac-

tion of rents with their distribution shows that there is a critical level of our inequality measure.

Whether inequality is above or below this level plays a significant role in whether being resource-

rich is a blessing or a curse for a country.1

In the next section we conduct a cross sectional analysis mainly to introduce the measure of natural

1Although our theory refers to distribution of the natural resource rents, there is no such known measure in the
data. Hence, we use Gini coefficients as proxies for our desired measure. In all of our regression results, the critical
level of the Gini coefficient (above which natural resource booms can cause the Dutch disease) is around the level for
the USA (.41). Scandinavian countries are lower (.25-.29) and many African and Latin American countries have higher
Gini coefficients (often above .5 and up to .7).
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resources that we use throughout our study and compare its performance with the existing Dutch

disease related studies. The third section serves as an appendix to the dynamic panel section in

the original paper and provides various specifications for our main analysis.

2 Cross Sectional Analysis

We begin by following the growth and natural resource curse literature and examine this relation-

ship in a cross-country experiment as introduced by Sachs and Warner (1997a). Starting by an

ordinary least squares (OLS) estimation as given by equation (1), we replicate the cross-sectional

results in Mehlum et al. (2006). In order to benchmark our results, we use a data set that originally

comes from Sachs and Warner (1997a,b). This data set includes 87 countries for the years between

1965 and1990.

growthi = α0 + α1sxpri + α2iqi + α3 (sxpri � iqi) + α4Xi + α5ε i (1)

The dependent variable growthi is the average growth rate of real GDP per capita between 1965

and 1990. The variable sxpri is the share of primary exports in GNP in 1970 and iqi is the aver-

age institutional quality index in 1982-1997. This index takes values between zero and one (one

indicating the best institutions). The variable Xi includes all other explanatory variables such as

initial income level in 1965, openness, investments as a share of GDP. More details on, and the

definitions of, the variables are presented in Table A1 in the appendix.

Table 1 shows the results of the above regression. The first column confirms the results of Mehlum

et al. (2006) on convergence, openness, investments, natural resource abundance, institutional

quality and the interaction of the last two variables. Natural resources (as measured by the share

of exports of primary products in GNP) on average have a negative significant impact on GDP

growth. In line with Sachs and Warner’s results, institutional quality does not seem to alter growth

significantly, however, the interaction of the two has a positive and strong impact on GDP growth.

This implies that an increase in natural resource abundance increases GDP growth only if the

institutional quality index is higher than 0.93. For a country with institutional quality index below

this threshold, being resource rich is, on average, a curse.
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Next, we present our cross-sectional regression in order to compare our results with Mehlum et

al. (2006). As there is no direct measure of natural resource rent distribution at the time of this

analysis, we use the average Gini coefficient in 1970-1990 from the Deininger and Squire (1996)

high-quality data set to proxy for inequality. Also, we consider the interaction of the Gini coeffi-

cient and natural resources to examine how the results in Mehlum et al. (2006) are affected when

income inequality and institutional quality coexist. Equation (2) indicates our cross-sectional OLS

estimation where Nri is the measure of natural resource endowments (denoting either natural re-

source abundance as defined in Mehlum et al. (2006) or natural resource rents as we define it) and

Ginii captures the income inequality:

growthi = α0 + α1Nri + α2Ginii + α3 (Nri � Ginii) + α4iqi + α5 (Nri � iqi) + α6Xi + α7ε i (2)

Column (2) of table 1 summarizes the results of this regression. When inequality comes into the

picture, neither natural resource abundance nor institutional quality have any significant effects

on growth. Our coefficient of interest has the expected sign, however, it is not significant. Unfor-

tunately of the 87 countries in the Sachs and Warner (1997a) and Mehlum et al. (2006) data set we

only have a Gini coefficient for 36 countries during the same time frame. We utilize a different

Gini below in order to increase the country coverage. Before augmenting our inequality measure,

however, we address our concerns with the measure of natural resources in these previous studies.
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From column (1) we see that the natural resource abundance measure used by Sachs and Warner

(1997a) and Mehlum et al. (2006) shows a strong negative effect on growth. In both of these studies

the coefficient on this variable is also negative and highly significant. We are, however, concerned

with the excessively wide coverage of this variable. The sectors of the economy included in this

variable are all of the industries under the following SITC (revision 1) codes: 0 (food and live

animals), 1 (beverages and tobacco), 2 (crude materials, inedible, except fuels), 3 (mineral fuels,

lubricants and related materials), 4 (animal and vegetable oils, fats and waxes), and 68 (manu-
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factured non-ferrous metal). This variable has two potential problems. First, most of these items

(except code 3, which includes mining and petroleum) take us far from the underlying presump-

tion of the Dutch disease or the resource curse. Second, low income countries are much more

likely to be highly dependent on food, beverage, animal, and vegetable products (codes 0, 1, 2,

and 4). Hence, this variable is likely to be endogenous and it is, therefore, impossible to ascertain

the direction of the causality between “natural resource abundance” and growth.

We propose instead to use what we call “natural resource rents” which includes only oil, natural

gas, coal, mineral, and forest rents (codes 3 and 23-25) and we introduce it in column 3. Although

we do not claim that the substitution of rents for abundance entirely solves the possible endo-

geneity problem (we attempt to control for that in a later section) it is interesting to note that the

coefficient on rents in columns 3 through 7 is now positive. Hence, natural resource rents by them-

selves are correlated with faster growth. This finding reduces the concerns arising from the most

important reason why natural resource rents could be endogenous: that low income countries are

dependent on natural resources because that is all they have. Further note that natural resources

by themselves do not appear to cause the Dutch disease.

More importantly, the results in column (3) show that inequality of the resource rent distribution

can reverse the positive effects of resource rents on GDP growth. This implies that natural re-

source rents can only help the economy to grow if income inequality is lower than a threshold. In

other words, what really matters for economic growth is how equally the natural resource rents

are distributed. Note, however, that the coefficient on the interaction term of Gini and resource

rents is rather small and significant only at the 10 percent level. We believe this is driven by the

noisiness and sparseness of the Gini data for 1970-1990. The Gini coefficient is not reported for

many countries in the Deininger and Squire data set in the period of 1970-1990 and the few num-

ber of countries can affect our results. In order to have a better country coverage, in column (4) we

use the World Bank Gini coefficients averaged from 1965 to 2008. Although it includes many more

countries, it still does not cover every year in the sample, however, Gini coefficients do not appear

to change much over time and we feel comfortable using the average of the reported years. The

inclusion of this additional data generates more pronounced results: both natural resource rents

and inequality have positive significant effects and, crucially, when interacted they have a strong
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negative significant impact on real GDP growth. Furthermore, we note that the coefficient on in-

stitutional quality and on its interaction with natural resource rents have the expected signs, but

they are not significant.

Column (5) reports the results of the same regression when the Gini coefficient is replaced by the

ratio of the average income of the richest decile to the poorest decile as an alternative measure of

income inequality. This index is from the United Nations Development Programme (UNDP) Hu-

man Development Report (2009) and has almost the same country coverage as the Gini coefficient

between 1965 and 2008. Similar to the our previous findings, the interaction term has a significant

negative impact on GDP growth and the effects of institutional quality are insignificant.

The relationship between income inequality and economic growth may differ for communist

countries in the sense that these economies are generally known for low growth and bad insti-

tutions but also low income inequality. We, therefore, exempt them from our analysis to test if the

results are affected by the presence of these countries. In columns (6) and (7), we test the same

regression as in columns (4) and (5) while excluding communist countries from the analysis. As

expected, the measured effects are more significant and more pronounced.

Intuitively, given the point estimates in column (4), we can express the total effect of natural re-

source rents on GDP growth as

∂ GDP Growth
∂ Natural Resource Rents

= 0.5 − 1.204(Gini Coe f f icient) + .017(Institutional Quality). (3)

Consequently, (ignoring the small effect of institutional quality) a country with a Gini coefficient

higher than a threshold of 0.41 (i.e. 0.5
1.204 ) experiences lower GDP growth when there is a natural

resource boom. This is in line with our theoretical findings suggesting that the higher the inequal-

ity, the stronger the natural resource curse. As a point of reference, the reported Gini coefficient

for the USA is between .39 and .41. Others are as follows: Norway .27, Egypt and Pakistan .32,

China .35, Kenya .48, Bolivia .56, Brazil .58 and Namibia .69. The reported Gini coefficients in our

data set are all between .25 and .7
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Similarly, the effect of inequality on GDP growth is given by

∂ GDP Growth
∂ Gini Coe f f icient

= 6.606 − 1.204(Natural Resource Rents)

In other words, for a country whose natural resource rents do not exceed 5.49 percent of its GDP,

more inequality enhances economic growth. On the other hand, resource-rich countries do not

benefit from higher inequality in terms of their GDP growth.

In order to test whether the point estimates given above are not affected by the additional explana-

tory variables, we examine the causal inference of our regression from column (4) of table 1. In

table 2 we start in column (1) with a bare-bones regression of growth on natural resource rents,

inequality, their interaction, and the initial GDP level. We successively add variables until in col-

umn (5) we reproduce the regression in column (4) of table 1. These results are presented in table

2. Our coefficient of interest always remains negative and significant suggesting that the effect

of the distribution of natural resource rents are not altered by other growth related explanatory

variables.

An additional concern is that the Gini coefficient and institutional quality could be correlated
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(either linearly or non-linearly) and, as a result, the Gini coefficient could only be capturing the

effects of institutional quality on growth rather than the distributional effects. In order to remove

such a possible multicollinearity problem, and check whether our results remain robust, we adopt

the following procedure. We begin by regressing the Gini coefficient on institutional quality and

institutional quality squared; then retrieve the residuals from this regression. We next use these

residuals instead of the Gini coefficient so that we have a measure of income inequality purged

from institutional quality. Table 3 presents the results of the same regressions as in table 2 with

these purged Gini coefficients. Our previous findings remain robust after this alteration.

Despite the robust results in showing that our new measure of natural resource rents is legit for our

purposes, we believe that this is not the preferred estimation method because it ignores country

heterogeneity, time trends, more short run time effects, and any remaining possible endogeneity

between the dependent variable and the predictors of GDP growth. Thus, in our main paper, we

consider the time inference of the effects of annual changes in the resource rents on GDP growth

in our estimations, through a dynamic panel data analysis. Accordingly, the following section

provides more details and additional variations of our dynamic panel analysis which was not

presented in the main paper.
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3 Dynamic Panel Analysis

In our growth regression, the contemporaneous correlation between the error terms and the initial

GDP, would be generating an inconsistent fixed effects estimator. Hence, our dynamic panel anal-

ysis makes use of two estimators, namely difference GMM (Arellano-Bond) and system GMM

(Blundell-Bond). Initially, Arellano and Bond proposed first differencing the level equation to

purge out the individual effects, and simultaneously instrumenting the differenced variables us-

ing a panel GMM estimator to improve the efficiency of the estimation. In this case, the instru-

ments are the deeper lags (starting from t − 2) of each of the endogenous and predetermined

variables assuming that the errors are serially uncorrelated.2

Although, Arellano-Bond estimator is consistent in dynamic panel, there are two issues with this

instrumentation procedure; First, lagged variables are usually considered weak instruments in

explaining the endogenous variables. This weak correlation can ultimately result in finite sample

biases when we use the difference GMM.3 To overcome this issue and make sure that our results

are not reversed otherwise, as suggested by the existing studies on GMM estimation on growth

models4, we have also estimated our model using system GMM. Essentially, this estimator incor-

porates more informative moment conditions by using a set of instruments which includes first

differences in addition to lagged levels, for a system of level equations along with first differenced

equations.

Second, the number of instruments used in difference and system GMM estimations directly im-

pacts the results. In fact, there is a trade off in choosing how many lags to use as instruments

for each endogenous variable; Although in general, more instruments should better explain the

model, too many instruments can also hurt the results. A large number of instruments might

overfit the model and weakens the validity of the Hansen overidetification test. As a result and

in order to obtain reliable Hansen tests, we have employed the method of collapsing the instru-

ments as suggested by Roodman (2008) in both the difference and system GMM, in order to have

as many instruments as possible that are still smaller than the number of countries. Ideally, we

2This assumption is tested by a test of autocorrelation in the error terms. The results presented in table A5 of the
main text, suggest no serial correlation at order 2 and above.

3Blundell, and Bond (1998)
4Bond, Hoeffler, and Temple (2001)
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would want to start with using 1 lag for each variable in the instrumentation process. However, in

a difference GMM procedure, this will generate exact identification and we are unable to identify

the validity of the instruments. Thus, as shown in the main paper, we have used one lag for the

initial GDP and two further lags for the rest of the variables.

In sum, both of these types of estimators use a reasonable number of either the lagged variables

alone or along with the lagged differenced-variables, as instruments for predetermined and en-

dogenous regressors. As a result, the unobserved individual effects is properly eliminated in a dy-

namic panel setting such as the growth regressions (where the initial GDP is also a right hand side

variable.).5 Our results using both types of the estimations indicate that the inequality-resource

threshold effect is present. In other words, natural resource rents have a negative impact on the

growth when there is more inequality.

5See our main text for more details on the instrumentation procedure and the results.
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Given the 61 countries that we have in the sample, this seems to generate a moderate number of

instruments that is not too small to have little explanatory power and at the same time not too

large to overfit the variables or be more than 61.6 However in what follows we present our results

of the main GMM estimations using different numbers of instruments to assure the reader that

our results are not solely driven by a specific number of instruments.

Table 4 and table 5 present the results of the Arellano-Bond estimation using 2 instruments for

6In this case, the difference GMM estimator generates 33 instruments.
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both the predetermined and endogenous variables. The estimations in table 4 use the gini coef-

ficient to measure inequality whereas the residuals of regressing gini on institutional quality and

institutional quality squared are used instead of gini in table 5.

The results of the Blundell-Bond estimation using 2 lags are presented in table 6 and table 7 where

gini and the residuals (correspondingly) are used in the estimations. These findings suggest that

13



although adding more instruments improves the fit of the model, nothing else changes in terms

of the presence of the threshold effect that we foundearlier, specially when the residuals are taken

into account.
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Next, we examine these estimations using the maximum number of instruments possible i.e. 3

instruments for each variable (3 lags for each endogenous and predetermined variable). Table 8

presents these results using the gini coefficient. In Table 9 the gini coefficient is replaced by the

residuals in all regressions.
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Also, we perform system GMM using 3 lags and the results are presented in table 10 and table

11. Similar to previuos cases, our coefficinet of interest stays negative and significant throughout

these estimations (specially when lagged natural resource rents are taken into account and also

communist countries are excluded from the analysis).
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All in all, these results suggest that our main finding (i.e. natural resource rents can hurt the GDP

growth of a country if there is more inequality in thecountry), is not sensitive to the number of

instruments that are used in the estimations and we almost always find this result especially after

one period is passed. This points to the dynamic nature of the mentioned threshold effect, which

is discussed in our theoretical framework.
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