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Abstract

What has driven trade booms and trade busts ipakeand present? We derive a micro-founded
measure of trade frictions from leading trade tle=oand use it to gauge the importance of
bilateral trade costs in determining internatianadle flows. We construct a new balanced
sample of bilateral trade flows for 130 countryrpaicross the Americas, Asia, Europe, and
Oceania for the period from 1870 to 2000 and detnatesan overriding role for declining trade
costs in the pre-World War | trade boom. In cortiris the post-World War 1l trade boom we
identify changes in output as the dominant foréealfy, the entirety of the interwar trade bust is
explained by increases in trade costs.
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I. Introduction

Over the past two centuries, the world has witreebse major trade booms and one
trade bust. Global trade increased at a remarkague in the decades prior to World War | as
well as in decades following World War 1. In coett, global trade came to a grinding halt
during the interwar period. What are the underlydnging forces of these trade booms and
busts? The goal of this paper is to address thestgqpn head-on by examining new data on
bilateral trade flows for a consistent set of 180Qrdry pairs over the period from 1870 to 2000,
covering on average around 70 percent of globdkteand output. We explore three eras of
globalization: the pre-World War | Belle Epoq(i870-1913)the fractious interwar period
(1921-1939), and the post-World War Il resurgenicglabal trade (1950-2000). Thus, the paper
is the first to offer a complete quantitative assssnt of developments in global trade from 1870
all the way to 2000.

Inevitably, any long-run view of international teathces the notion that the structure of
economies changes over time. For example, intematirade during the nineteenth century is
often viewed as being determined by relative resmendowments (Kevin H. O'Rourke and
Jeffrey G. Williamson, 1999) or differences in Rian comparative advantage (Peter Temin,
1997). More recently, international trade has hetated to not only Ricardian factors (Jonathan
Eaton and Samuel S. Kortum, 2002) but also to thigitees of heterogeneous firms (Marc J.
Melitz, 2003). The challenge for a long-run vievtherefore to find a unifying framework that
accommodates a variety of divergent explanationsiternational trade. We invoke the gravity

equation to help us resolve this issue by explpitive fact that gravity is consistent with a wide

! We do, however, follow in the footsteps of othesearchers that have looked at different periodsoiation. For
instance, Antoni Estevadeordal, Brian Frantz, atehM. Taylor (2003) examine the period from 1830939.
The work of Scott L. Baier and Jeffrey H. BergsttgR001) is the closest predecessor to our own.enew they
only consider the period from 1958 to 1988. We #&laok changes in trade due to all trade costsenthiir data
contained only rough proxies for freight costs taniffs.



range of leading trade theories. While technicéhitlemight differ across models, all micro-
founded trade models produce a gravity equatidrilaferal trade and all gravity equations have
in common that they relate bilateral trade to feteithin particular countries such as economic
output and factors specific to country pairs sushitateral trade costs. The intuition is that
gravity is simply an expenditure equation thatesis any general equilibrium trade model. It
describes how consumers allocate spending acrosgrigs—regardless of the motivation

behind international trade, be it internationaldarct differentiation or differences in

comparative advantage. In Section Il below, westamdard gravity regressions and demonstrate
that gravity exerts its inexorable pull in all tareub-periods.

As a departure from previous work, we investigagelong-run evolution of trade costs.
These are all the costs of transaction and trahggeociated with the exchange of goods across
national borders. We define trade costs in a bsesase, including obvious barriers such as
tariffs and transport costs but also barriers #inatmore difficult to observe such as the costs of
overcoming language barriers and exchange rateHisdn though trade costs are currently of
great interest (James E. Anderson and Eric van ddimc2004; Maurice Obstfeld and Kenneth
S. Rogoff, 2000; David L. Hummels, 2007), littlekisown about the magnitude, determinants,
and consequences of trade costs.

Specifically, we derive a micro-founded measuragdregate bilateral trade costs that is
consistent with leading theories of internatiomatle. We are able to obtain this measure by
backing out the trade cost wedge that is impliedhieygravity equation. This wedge gauges the
difference between observed trade flows and a Imgbictl benchmark of frictionless trade. We,
therefore, infer trade costs from trade flows. Tdpproach allows us to capture the combined

magnitude of tariffs, transport costs, and all othacroeconomic frictions that impede



international market integration but which are irdmly difficult to observe. In Section llI
below, we show that an isomorphic trade cost measam be derived from a wide range of
leading trade theories—including the consumptiogebleérade model by Anderson and van
Wincoop (2003), the Ricardian model by Eaton andiga (2003), the heterogeneous firms
model by Thomas Chaney (2008) and the heterogeriemssmodel with non-CES preferences
by Melitz and Gianmarco |.P. Ottaviano (2008). itiely, our approach exploits the fact that
all these models lead to a gravity equation inldzgrium. We emphasize that this approach of
inferring trade costs from readily available traid¢a holds clear advantages for applied
research: the constraints on enumerating—Iet alkwikecting data on—every individual trade
cost element even over short periods of time mald@isect accounting approach impossible.

In Section IV, we take the trade cost measuredaaltta. We find that in the forty years
prior to World War I, the average level of tradetso(expressed in tariff equivalent terms) fell
by thirty-three percent. From 1921 to the beginrohyVorld War II, the average level of trade
costs increased by thirteen percent. Finally, ayeeteade costs have fallen by sixteen percent in
the years from 1950. After describing the trendgade costs, in Section V we examine whether
the trade cost measure is reliable. Our evidenggesis that standard trade cost proxies are
sensibly related to our measure. Factors like ggagc proximity, adherence to fixed exchange
rate regimes, common languages, membership in@Ean empire, and shared borders all
matter for explaining trade costs. These factayaakccount for roughly 30 to 50 percent of the
variation in trade costs. However, the three suimps exhibit significant differences, allowing
us to document important changes in the global @oyrover time such as the growing
importance of distance in determining the leveirafle costs and the diminishing effects of fixed

exchange rate regimes and membership in Europepineanon trade costs over time.



In Section VI we return to the question of whavds trade booms and busts. We use our
micro-founded gravity equation to attribute chanigeglobal trade to two fundamental forces:
changes in global output and changes in trade.déstdhe pre-World War | period, we find that
trade cost declines explain roughly sixty percénthe growth in global trade. Conversely, we
find that only thirty-one percent of the preseny-déobal trade boom can be explained by the
decline in trade costs. This latter finding is astent with previous studies for the post-World
War Il period (see Baier and Bergstrand, 2001; Johalley and Xian Xin, 2009). The
comparison of the two trade booms suggests thairrteghnological breakthroughs in the
nineteenth century such as the steamship, therégle@nd refrigeration were relatively more
important than technological innovations in theosethalf of the twentieth century such as
containerization and enhanced handling facilitiesally, we find that the entire interwar trade
bust can be explained by the precipitous riseaddrcosts associated with the Great Depression,
highlighting the critical role of commercial policthe collapse of the gold standard, and the

evaporation of trade credit at the time.

I1. Gravity in Three Eras of Globalization

An ever expanding literature documents the appilitabf gravity over the long run. In
chronological order, we can point to the recentknairOlivier Accominotti and Marc Flandreau
(2006) which considers bilateral trade flows in pregiod from 1850 to 1870, finding little role
for bilateralism in promoting aggregate trade flodisErnesto Lopez-Cordova and Christopher
M. Meissner (2003), David S. Jacks and Krishna Bead(2009), and Kris J. Mitchener and
Marc D. Weidenmier (2008) all employ extensive data in the period from 1870 to 1913 to

discern the effects, respectively, of the clasgycdd standard, the maritime transport revolution,



and the spread of European overseas empires derhll&rade flows. For the interwar period,
Barry J. Eichengreen and Doug A. Irwin (1995) dke @0 document the formation of currency
and trade blocs by using an early variant of gyawitile Estevadeordal, Frantz and Taylor
(2003) trace the rise and fall of world trade otvex longer period from 1870 to 1939, offering a
revisionist history where the collapse of the restted gold standard and the increase in
maritime freight costs all play a role in explaigithe interwar trade bust. Finally, for the post-
World War Il period, a non-exhaustive list of ngatDO gravity oriented papers is cataloged by
Anne-Celia Disdier and Keith Head (2008).

It is clear that the validity of the gravity mod#linternational trade has been firmly
established theoretically and empirically, both reovd in the past. But what has been lacking is
a unified attempt to exploit gravity to explain ttmeee eras of globalization. In what follows, we
present the results of just such an attempt. Acal@stimating equation for a gravity model of
trade often takes the form of:

(1) In(x) =a, +a; +yIn(y Y )+ g B+4

wherex;: represents bilateral exports from countty j in timet; thea; anda; terms represent

importer and exporter country fixed effects intethtie capture differences in relative resource

endowments, differences in productivity, and arheotime-invariant country attributes which

might determine a country’s propensity for exparinoport activity; they; andy; terms

represent gross domestic products in countréslj; andz; is a row vector of variables

representing the various bilateral frictions thanit the flow of goods between countrieand]

and includes familiar standbys in the literaturetsas the physical distance separating countries.
We use expression (1) along with the trade andututata detailed in Appendix | to

chart the course of gravity in three eras of glalagion: the pre-World War | Belle Epoque



(1870-1913)the fractious interwar period (1921-1939), andgbst-World War Il resurgence of
global trade (1950-2000). The 27 countries in @mle include Argentina, Australia, Austria,
Belgium, Brazil, Canada, Denmark, France, Germ@&@mggece, India, Indonesia, Italy, Japan,
Mexico, the Netherlands, New Zealand, Norway, th#igpines, Portugal, Spain, Sri Lanka,
Sweden, Switzerland, the United Kingdom, the Uni¢ates, and Uruguay. Figure 1
summarizes the sample graphic&liinally, we incorporate measures for distance, the
establishment of fixed exchange rate regimes, Xigtesce of a common language, historical
membership in a European overseas eniprg] the existence of a shared bofd8ummary
statistics and the results of this exercise ofhesiing gravity in the three sub-periods separately
are reported in Tables 1 and 2, respectively.

In Panel A of Table 2, we estimate equation (1D, using GDP, the five variables
proxying for trade costs mentioned above, and egdixed effects. The results are reassuring.
The coefficients on GDP—although different acrdssthree eras of globalization—are
precisely estimated and fall within the boundsldsthed by previous researchers. Likewise,
distance is found to be negatively and significarglated to bilateral trade flows. Fixed
exchange rate regimes, common languages, and shaneets are all found to be positively and
significantly associated with bilateral trade flowge also note that these regressions confirm

the emerging story on the pro-trade effects of easpispecifically the very strong stimulus to

2 This sample constitutes, on average, 72% of wexfmbrts and 68% of world GDP over the entire perive also
note that the various sub-samples are highly bal&n@iven the 130 country pairs in our sample gleee 14,820
possible bilateral trade observations (130 timesyihars) of which we are able to capture fully 96.9

3 For all intents and purposes, this may be thoofas an indicator variable for the British Empifée sole
exception in our sample is the case of Indonegiktla® Netherlands.

* Another obvious candidate is commercial policy] aspecially tariffs. Only one consistent meastitariffs is
available for the period from 1870 to 2000 in ther of the customs duties to declared imports r@gion Michael
A. Clemens and Williamson (2001). This measure seenbe a reasonably good proxy for tariffs in phe-World
War | and interwar periods. However, after 1950 dredwell-known rise of non-tariff barriers to tegdhis measure
becomes unreliable, sometimes registering unbdilgvaw levels of protection. The measure also—swhne
paradoxically—becomes less readily available afferld War Il; the United Kingdom, for instance, psoreporting
the level of customs duties in 1965.



trade afforded by European empires in the pre-W\afidt | period (Mitchener and Weidenmier,
2008) which slowly faded in light of the disruptsaf the interwar period and the
decolonization movement of the 1950s and 1960sdHEaierry Mayer, and John Ries, 2008).
In addition, this simple specification explainseaarkably high percentage of the variation in
bilateral trade flows for each of the separatequkrias the adjusted R-squared ranges from a low
of 0.64 in the Belle Epoque period to a high o#0i8the period from 1950 to 2000.

A more exacting specification consistent with teeemt gravity literature (Anderson and
van Wincoop, 2003 and Richard E. Baldwin and D&eglioni, 2007) would be that in Panel B.
Along with the proxies for trade costs, this speation includes year fixed effects, and allows
the country fixed effects to change over time. Thaisthe period from 1870 to 1913, there are
44 years and 27 countries, yielding 1188 counteeB annual fixed effects. Likewise, there
are 513 (=19*27) country-specific annual fixed eféefor the period from 1921 to 1939 and
1377 (=51*27) country-specific annual fixed effefsthe period from 1950 to 2000. In
addition, we drop the GDP term in light of its paatf collinearity with the annual fixed effects.
The sign and significance of the remaining varialideremarkably consistent across the panels.

To conclude, the fundamental result of this sechias been that gravity exerts its pull, no
matter the period and no matter what the underlginngers of trade—be they relative resource
endowments, differences in productivity, or proddifferentiation across countries. We seem to
be on firm ground when asserting the consistengyrafity in determining international trade
flows, both in the past and the present. Thiskeyaresult which we argue motivates the use of a
common gravity model of trade for the three eraglolbalization. We develop such a model in

the following section.



I11. Gravity Redux

As we demonstrate above, the standard gravityteouél) holds up well in predicting
trade flows over different periods. As a first steye point out that a gravity equation similar to
equation (1) can be derived from a wide range adileg trade models: (i) the Anderson and van
Wincoop (2003) trade model that focuses on mudtikdtresistance, (ii) the Ricardian trade
model by Eaton and Kortum (2002), (iii) the tradedal with heterogeneous firms by Chaney
(2008), based on Melitz (2003), and (iv) the hegereous firms model by Melitz and Ottaviano
(2008) with a linear, non-CES demand structures Thinfirms the appeal of the gravity
equation: although the driving forces behind in&ional trade differ across these models—say,
Ricardian comparative advantage versus love oétsarithey all predict a gravity equation as
an equilibrium for international expenditure pattet

In a second step, we exploit the fact that thes#etmodels predict the same gravity
structure. In particular, we formally show thatthk gravity equations can be solved for the
implied trade cost expression used befohese implied trade costs can be interpretedeas th
wedge between a hypothetical frictionless worlg@slicted by each model and the actual trade
patterns observed in the data. We argue that thgsed trade costs are an informative
summary statistic to describe international tradgioéns. In a later section, we also demonstrate

this empirically.

® Gene M. Grossman (1998, p. 29-30) neatly summsthis situation: Specializatiorlies behind the explanatory
power [of the gravity equation], and of course salegree of specialization is at the heart of angehof
trade...This is true no matter what supply-side adersitions give rise to specialization, be theyeasing returns
to scale in a world of differentiated products htealogy differences in a world of Ricardian traldege factor
endowment differences in a world of Heckscher-Otriwle, or (small) transport costs in a world of gpe of
endowment-based trade.” [Emphasis in original]

® Also see Dennis Novy (2009).



(i) Gravity in Ander son and van Wincoop (2003)

Anderson and van Wincoop (2003) derive the follaygmavity equation:

BER
TR

where y" is world output and1, and P, are outward and inward ‘multilateral resistance’
variables. The latter can be interpreted as averade barrierst;, =1 is the bilateral trade cost

factor (one plus the tariff equivalent), aod> 1 is the elasticity of substitution. In empirical
applications, trade costs are typically proxied/agiables such as bilateral distance and a border
dummy. But it is difficult to find empirical proxgefor the multilateral resistance variables.
Anderson and van Wincoop (2003) caution againstu#ieeof price indices since they might not
capture non-pecuniary trade barriers. Insteadptbeedure that has been adopted most
frequently in recent gravity applications is tolude country fixed effects.

As an alternative, we follow Novy (2009) in eliraimg the multilateral resistance
variables from the gravity equation. The counterpaequation (2) for domestic trage is

vy v )"

3) X :W[ﬁj :

When equation (2) is multiplied by its counterdartbilateral trade fromtoi, x; , we obtain

the product of all multilateral resistance variabb® the right-hand sidé] ;R P, . These

multilateral resistance indices can be eliminatgdiliding by the product of domestic trade

flows, x; X;

%% _| k% N
4) I3 =)
“ %i % (Hﬂ J
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We solve for the trade costs as the key parametenserest. The parentheses on the right-hand
side of equation (4) contain the product of twal&r@ost ratios. These ratios represent the extent

to which bilateral trade costs andt; exceed domestic trade costsandt; . Finally, we take

the square root to form their geometric averagesamdract by one to get an expression for the

tariff equivalent. The resulting expression is

® 7, E(iJZ _12£ﬁ T(a_]) N
t“tJ'J' X% %

wherer; is the trade cost wedge that captures bilatelative to domestic trade costs.

To grasp the intuition behind this trade cost megdmagine the two extremes of a

frictionless world and a closed economy. In aimicless world, all trade cost factats, t; | t;
andt; are equal to 1. It follows that, =0. In contrast, a closed economy is characterized by
bilateral trade flowsx; X; , that are zero. In that casg, approaches infinityr; can therefore

be interpreted as a trade cost wedge that megsstdsow far bilateral trade integration is away
from a hypothetical frictionless world. Note thhisttrade cost measure does not impose bilateral

trade cost symmetry. Bilateral trade cosfsandt; , may differ under this framework but here,

i
we can only identify their geometric average butthe extent to which they diverge. In
addition, we do not impose zero domestic tradescésnally, we note that non-unitary income
elasticities, as found by Jodo M.C. Santos SilvhSitvana Tenreyro (2006), do not pose a
problem for our methodology. It is easy to showt ththe income elasticity in gravity equation
(2) differed from unity, the trade cost measureguation (5) would not be affected.

We have derived the trade cost measure in equéd)dnom the well-known Anderson

and van Wincoop (2003) gravity model. An Armingessumption is imposed in their model so

11



that countries are endowed with differentiated go@ahd trade is driven by consumers’ love of

variety. To show that our trade cost measgjreés not dependent on one specific trade model, we

now derive this measure from other leading traddetw

(if) Gravity in Eaton and Kortum (2002)
In the Ricardian model by Eaton and Kortum (20@29ductivity in each country is

drawn from a Frechet distribution that has two peeters,T, and{ . T, determines the location
of the productivity distribution for countiiy with a highT, denoting high overall productivity.
{ >1 denotes the variation within the distribution astteated as common across countries,

with a high ¢ denoting little variation. The model yields a gtgequation for an aggregate of

homogeneous goods whose structure is related etiequ2). It is given by

where x; denotes countrys total expenditure and denotes the input cost in country

As in the context of the Anderson and van Wincda)@) model, we are interested in

the trade cost parameteiis.andc, are unobservable but cancel out once the rattwofestic

over bilateral trade flows is formed as in equatighn This yields

(7) TijEK :(ﬁlz -1= (ﬁJZZ -1
Gt % %

Comparing equations (5) and (7), it is obvious gt =17, if { =0 -1.

" For more details on the comparison of Armingtapetand Ricardian models, see Eaton and Kortum (2002
footnote 20) and Anderson and van Wincoop (20047pp-710).

12



(iii) Gravity in Chaney (2008)

Chaney (2008) builds on the seminal paper by ME@03) and derives a gravity
equation based on a model with heterogeneous piiatiies across firms and fixed costs of
exporting. In contrast to previous trade models,ttto assumptions of heterogeneous firms and
fixed costs of exporting introduce an extensivegimof trade. Not only do exporters vary the
size of shipments (the intensive margin) in respdoschanges in trade costs, but also the set of
exporters changes (the extensive margin). Changyeddahe following industry-level gravity

equation

wherew; is workers’ productivity in countri, A, is a remoteness variable akin to multilateral
resistance, and; are the fixed costs of exporting from courittp .2 y is the shape parameter
of the Pareto distribution from which productivitiare drawn, with a high denoting a low

degree of heterogeneity and> g —1. Forming the ratio of domestic over bilateral gdbws

yields

1 ;[71_,1] 1
o = L (1)
AT fi R
rifh is a now function of both variable and fixed tradsts. Thus, under the assumptions of

Chaney’s (2008) model the interpretation of theléraost wedge extends to fixed costs of

exporting.

8 The economy is modeled as one industry.
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We note that for non-zero trade flows (as is gdhetiae case in our sample), the
heterogeneous firms model by Elhanan Helpman, Maktelitz, and Yona Rubinstein (2008) is

consistent with the same trade cost measure apiatien (9), that is7™" =7.".°

(iv) Gravity in Mélitz and Ottaviano (2008)

Melitz and Ottaviano (2008) also model heterogesdwms. Firms face sunk costs of
market entry, f., that can be interpreted as product developmehpasduction start-up costs.
In contrast to Melitz (2003) and Chaney (2008),a@kpg firms only face variable trade costs
and no fixed costs of exporting. The model is basedon-CES preferences that give rise to
endogenous markups. More specifically, markups terz low in large markets with many
competitors.

The multiple-country version of their model leadghe following gravity equation:

1 i (A VR N
10 % =5y (@) (1)

whereJ is a parameter from the utility function that icaties the degree of product
differentiation, with a highe meaning a higher degree of differentiatiot. is the number of
entrants in countri, An index of comparative advantage in technolaggiven byy' with a
high value meaning that entrants in coumtinave a high chance of obtaining favorable
productivity draws.L' denotes the number of consumers in coujptapd ¢/ is the marginal

cost cut-off above which domestic firms in courjtdo not produce. The intuition is that tougher

° In the notation of Helpman, Melitz and Rubinst€008), non-zero trade flows implg>0Lli,j. To obtain

HMR
Z'ij
domestic variable trade costgz1[1i, and, as in Appendix Il of their paper, assumeeh&no upper bound in the
support of the productivity distributiog, =0.

= Tifh we also assume positive fixed costs for domestie,§>0. We also need to allow for positive

14



competition in country, reflected by a lowec!, makes it harder for exporters frarto break

into that market. Forming the ratio of domesticrovéateral trade flows yields

(L1) 70 = (ijz ~1= (ﬁTV -1
4L % %

In contrast tor”?“ in equation (9), neither sunk nor fixed costs emﬁf? because all firms face

identical entry costsf_ , and no fixed costs of exporting. Variable tradsts are sufficient to

induce selection into export markets because oftbed non-CES marginal utility

(v) Gravity in Deardor ff (1998)

Finally, Alan V. Deardorff (1998) argues that itdackscher-Ohlin world with bilateral
trade barriers, a model similar to the one by Aaderand van Wincoop (2003) applies. The
intuition is that bilateral trade barriers prevéttor price equalization between two countries
that trade with each other. If factor prices wayaaized, final goods prices would also be
equalized and neither country could overcome thdetbarriers. In a world with a large number
of goods and few factors it is, therefore, likdtat one country will be the lowest-cost producer.
Trade in a Heckscher-Ohlin world would, thus, relskentrade in an Armington world and could
be characterized by a standard gravity equation.

In summary, the reason why our trade integratioasueer; is consistent with a broad

range of trade models is related to the fact tinay &ll lead to gravity equations that have a
similar structure as equation (2). In a similamyé&obert C. Feenstra, James R. Markusen, and
Andrew K. Rose (2001) and Simon J. Evenett and ydolfy Keller (2002) also show that
gravity equations are consistent with various camgdrade models. Intuitively, the gravity

equation simply indicates how consumers allocage #xpenditure across countries subject to
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trade frictions (Baldwin and Taglioni, 2007). GrigmMequations arise regardless of why
consumers want to buy goods from foreign counttiean Armington world, consumers buy
foreign goods because those goods are inhereffiityeatit and consumers prefer variety. In a
Ricardian world, countries produce goods accortbhngpmparative advantage and consumers
buy foreign goods because they are cheaper. & muhthat the particular motivation behind

foreign trade is not crucial to understand the dlbilateral trade frictions.

IV. Trade Costsover Time

We use equation (5) along with the trade and owlptd detailed in Appendix | to
construct bilateral trade costs for the 130 coup#iys in our sample. Lacking consistent data on
domestic trade, we use GDP less aggregate expstead. However, a potential problem arises:
the GDP data are value-added whereas trade dataltypeported as gross values. For the post-
World War Il period, it becomes possible to trackvhwell this proxy performs by comparing it
to domestic trade constructed as total manufagytoduction less total exports. The results are
favorable in that although the level of bilateralde costs is affected by the way domestic trade
is measured, the change over time is remarkablyasifiNovy, 2009). For example, in the case
of U.S.-Canadian trade costs over the period fréif0lo 2000, the correlation between the
measure based on GDP data and the one based arciimadiata is 0.96°

The elasticity of substitutiom, typically falls in the range (5,10) as surveygd b
Anderson and van Wincoop (2004). Asl) in equation (6) corresponds to the Fréchet
parametet’in equation (8) and the Pareto parameiarequations (11) and (14), it is instructive

to also consider estimates for those parametetsniaad Kortum (2002) report a baseline

19 The intuition for the high correlation is that tinerease in the (gross) production data is apprately matched
by the increase in the (value-added) GDP data Isecthe latter includes the growth of the servieeses. See
Novy (2009).
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estimate of 8.3 fof. Chaney (2008) estimates the ra#i@-1) to be near two, which suggests a
value ofy aboves. We set the value afto eight, which roughly corresponds to the midpoin
the range (5,10). But we show in Appendix Il talthough the level of inferred trade costs is
sensitive to the assumed parameter value, the eh&rigade costs over time is hardly affected.

Average trade cost series are generated for edtie dfiree eras of globalization by
regressing the constructed bilateral trade costs g8t of year fixed effects. This exercise is
replicated for both global trade and six sub-regionthin the Americas, within Asia/Oceania,
within Europe, between the Americas and Asia/O@detween the Americas and Europe, and
between Asia/Oceania and Europe. Figures 2 thrdugick these averages over time. There,
the averages have all been normalized to 100 &intkial observation in each period, i.e. 1870,
1921, and 1950, so that they are not strictly coaiga in terms of levels across periods. Our
goal instead is to highlight the changes withinweg period. We are also trying to avoid
pressing too hard on the assumption that the $utisti elasticity (or alternatively, the Fréchet
or Pareto parameters) have remained constantlozentire 130 years under consideratin.
We weight these averages by GDP to reduce theeimékel of country pairs which trade
infrequently or inconsistent¥.

Thus, for the first wave of globalization from 18601913, we document an average
decline in international trade costs relative testic trade costs of thirty-three percEthis
was led by a fifty percent decline for trade betwésia/Oceania and Europe, probably

generated from a combination of Japanese reforatsrtbreased engagement with the rest of the

1 See Appendix IlI for a robustness check.

2 The obvious candidate for weights, the level tdtbral trade, is inappropriate in this instancejuick look at
equation (5) verifies that bilateral trade and ¢radsts are not independent. That is, a low traderoeasure is
generated for a country pair with high bilateralde, suggesting that the use of bilateral tradddviowpart
systematic downward bias in the weighted average.

13 The distribution of spikes in 1874 and 1881 in Aséa and Americas-Asia series may seem odd. Horvévese
are explained by the small number of underlyingeotations (n=7 and n=6, respectively) and can tibated to
sporadic trade volumes for Japan as it integratemresimes by fits and starts—into the global economy
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world, the consolidation of European overseas esspand radical improvements in
communication and transportation technologies whidted Eurasia. These gains were
apparently not limited to the linkages betweendbentries of Asia/Oceania and the rest of the
world as intra-Asian/Oceanic trade costs declinethe order of thirty-seven percent. Thus, the
late nineteenth century was a time of unprecedesttadges in the relative commodity and
factor prices of the region as has been documdntdeffrey G. Williamson (2006).

Bringing up the rear was intra-American trade, éilwvih a still respectable average
decline of nineteen percent. This performance maigksficant heterogeneity across North and
South America: trade costs within North Americalohed twenty-nine percent, while trade costs
between North and South America fell by only fiftgeercent. Most likely, this reflects South
America’s continued orientation towards Europeankets and the fleeting connections uniting
South America and North America—save the UnitedeSta-at the time. Likewise, intra-
European trade costs only declined twenty-one perdéis performance reflects the maturity as
well as the proximity of these markets. We shousgd aote that a substantial portion of the
decline is concentrated in the 1870s. This waspafse, a time of simultaneously declining
freight rates and tariffs as well as increasingeaehce to the gold standard. In subsequent
periods, the decline in freight rates was subsaintmoderated, while tariffs climbed in most
countries, dating from the beginning of German getonist policy in 1879.

Turning to the interwar period from 1921 to 193@, ean see that the various attempts to
restore the pre-war international order were sonagsticcessful at reining in international trade
costs. A fitful return to the gold standard wasiehed in 1925 when the United Kingdom
returned to gold convertibility at the pre-war parBy 1928, most countries had followed its

lead and stabilized their currencies. At the same,tthe international community witnessed a
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number of attempts to normalize trading relatigmsnarily through the dismantling of the
guantitative restrictions erected in the wake ofrM/oVar | (Ronald Findlay and Kevin H.
O’Rourke, 2007). As a result, trade costs fell varage by seven percent up to 1929. Although
much less dramatic than the fall for the entirequefrom 1870 to 1913, this average decline was
actually twice as large as that for the equivapartod from 1905 to 1913, pointing to a
surprising resilience in the global economy oftihee. The leaders in this process were again
trade between Asia/Oceania and Europe with a réspledifteen percent decline and intra-
European trade with a ten percent decline. On ther @nd of the spectrum, trade costs within
the Americas and between the Americas and Euromdyaudged, both registering a three
percent decline. And again, these aggregate figordhe Americas mask important differences
across North and South America: trade costs wikldrth America ballooned by eight percent—
reflecting the adversarial commercial policy of @da and the United States in the 1920s—
while trade costs between North and South Amergwdirned by seven percent.

The Great Depression marks an obvious turning goirdall the series. It generated the
most dramatic increase in average trade costsrisanaple as they jump by twenty-one
percentage points in the space of the three yedwselen 1929 and 1932. This, of course, exactly
corresponds with the well-documented implosiomtéinational trade in the face of declining
global output (Angus Maddison, 2003), highly prditaist trade policy (Jakob B. Madsen,
2001), tight commercial credit (William Hynes, Dd. Jacks, and Kevin H. O’Rourke, 2009),
and a generally uneasy trading environment. Tradesavithin Asia/Oceania, within Europe,
and between Asia/Oceania and Europe experienceddbemoderate increases at eighteen
percentage points each. Trade costs within the faerose very strongly by thirty-five

percentage points, driven more by the trade digyaptoetween North and South America (+38
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percentage points) than within North America (+28cpntage points). Over time though, trade
costs declined from these heights just as the Bejme slowly eased from 1933 and nations
made halting attempts to liberalize trade, evemiy on a bilateral or regional basis (Findlay
and O’Rourke, 2007). Yet these were not enougledowver the lost ground: average trade costs
stood thirteen percent higher at the outbreak ofli\&/ar 1l than in 1921.

Finally, the second wave of globalization from @96 2000 registered declines in
average trade costs on the order of sixteen perthatmost dramatic decline was that for intra-
European trade costs at thirty-seven percent, landdbat is surely related to the formation of
the European Economic Community and subsequerglitimtopean Union. The most
recalcitrant performance was that for the Amermad Asia/Oceania, both of which registered
small increases in bilateral relative to domesadé costs over this period. In the former case,
this curious result is solely generated by trad#sbetween North and South America which
rose by twenty-two percent. This most likely reffeArgentina, Brazil, and Uruguay’s
adherence to import-substituting industrializatigmto the debt crisis of the 1980s and the
reorientation of South American trade away fromhgvy reliance on the United States as a
trading partner which had emerged in the interveairgol. In contrast, trade costs within North
America fell by a remarkable sixty percent, at {igmstly reflecting the formation of the North
American Free Trade Agreement and its forerunnerthe case of Asia/Oceania, the rise in
trade costs is primarily generated by India whitlhts post-independence period simultaneously
erected formidable barriers to imports and reteb&t@m participation in world export markets.
Curiously, this India effect is most pronouncedffimer fellow members in the British Empire,

that is, Australia, New Zealand, and Sri Lanka.

20



Most surprisingly, the decline in internationelative to domestic trade costs in the
second wave of globalization is mainly concentrateithe period before the late 1970s. Indeed,
in the global and all sub-regional averages—sageé\thericas—trade costs were lower in 1980
than in 2000. In explaining the dramatic declingsrgo 1973, one could point to the various
rounds of the GATT up to the ambitious Kennedy Rbwhich concluded in 1967 and slashed
tariff rates by 50% and which more than doubledritmaber of participating nations. Or
perhaps, it could be located in the substantighsiebut subsequent flatlining—in both air and
maritime transport charges up to the first oil $hdecumented in Hummels (2007). This curious

phenomenon demands further attention but remaitssdeuthe scope of this paper.

V. The Determinants of Trade Costs

Having traced the course of trade costs, we nowidensome of their likely
determinants. This exercise serves two purposest, Eiaddresses—albeit imperfectly—the
natural question of what factors have been driviregevolution of trade costs over time. Second
and more importantly, it helps further establisé téliability of our measure of trade costs—that
is, are trade costs as constructed in this papsorably correlated with other variables
commonly used as proxies in the literature? Belsevydemonstrate that this is the case. We also
refer the reader to Appendix Il where we provide wdditional robustness checks.

Trade costs in our model are derived from a graagfyation rather than estimated as is
typically the case in the literature. Commonly,-logar versions of equation (1) are estimated
by substituting an arbitrary trade cost functionZpand using country-pair fixed effects for the
multilateral resistance variables. Such gravitycemations, to the extent that the trade cost

function and the econometric model are well spedijfcould be used to provide estimated values
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of trade costs. In fact, such specifications haaenthighly successful in explaining a significant
proportion of the variance in bilateral trade floassdemonstrated above. Nevertheless, there is
likely a substantial amount of unexplained variatitue to unobservable trade costs and, thus,
potential omitted variable bias.

Consider the standard function for trade coststtievast majority of the gravity
literature imposes
(12) 1, =a disf expk S+5, )
wheredistis a measure of distance between two countxiessa row vector of observable
determinants of trade costs, and an error term composed of unobservables. We |agtine
(12). The determinants we consider are the sarttgas in Section Il and include the distance
between two countries, the establishment of fixathange rate regimes, the existence of a
common language, membership in a European oveesepise, and the existence of a shared
border. In all regressions, we include time-invatriexporter and importer fixed effects as well
as year fixed effect§’ The reported regressions pool across all perindgleen separate the data
for the 130 dyads between 1870 and 1913, 1921 @84, hnd 1950 and 2000. The results are
reported in Table 3.

Considering the pooled results first, we find thatne standard deviation rise in distance
raises trade costs by 0.38 standard deviationedFéxchange rates, a common language, joint
membership in a European empire, and sharing a&batbddecrease trade costs with the latter
two coefficients being roughly double the estimagédct of fixed exchange rate or sharing a
common language. This pooled approach demonstraestandard factors that are known to be

frictions in international trade are sensibly rethto the trade cost measure. The results also

14 By constructiory; nets out the multilateral resistance terms sottiva-varying importer and exporter fixed
effects are not required.
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show that the trade cost measure determines tatter s in ways largely consistent with the
gravity literature covering more geographically goehensive samples.

At the same time, the pooled approach masks sigmifiheterogeneity across the periods.
Here, we would like to highlight a few of thesefeiences. First, fixed exchange rate regimes
appear noticeably stronger in the pre-World Ward post-World War Il environments—a
result consistent with the tenuous resurrectiothefclassical gold standard in the interwar
period (Natalia Chernyshoff, Jacks, and Taylor,90®econd, a common language seems to
have exerted a slightly stronger force (roughly Y®%trade costs in the period from 1870 to
1913 than subsequently. Third, we are able to deot strongly diminished role for European
empires in reducing trade costs: a coefficienDo46 from 1870 to 1913 is reduced to -0.15 in
the period from 1950 to 2000—a result which is againsistent with the recent work of Head,
Mayer, and Ries (2008Y.Finally, distance seems to have become more irapbir the post-
1950 world economy, with the coefficient increasinygb0 percent as compared to 1870-1913 or
almost tripling when compared to 1921-1939. Thauheis in line with Disdier and Head (2008)
who find that the estimated distance coefficierst been on the rise from 1950 in their meta-
analysis of the gravity literature. Whether thileets upward pressures in transport costs
(Hummels, 2007), the regionalization of trade carayes in the composition of traded goods
remains an open question, but it does accord wétempirical evidence on the decreasing
distance-of-trade from the 1950s (Matias Berthaond Caroline Freund, 2008; Celine Carrere
and Maurice Schiff, 2005).

One way to get a sense of the relative contribubiothe five variables to the variation in

trade costs is to compare the R-squareds fromtarpatf regressions as in the work of Kalina

15 Interestingly, much of this decline had alreadygeayed prior to 1950 as the coefficient registeralae of -0.20
during the interwar period.
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Manova (2008). Specifically, one can generate geupound for the contribution of, say,
distance by re-estimating (12) with only that viakabut no other controls. Thus, the upper
bound loads as much variation as possible ontarmistOne can also generate a lower bound
for the contribution of distance by using the diffiece between the R-squareds from the fixed
effects specification withll variables of intereshcluding distance-as in the corresponding
panel of Table 3—and a fixed effects specificatioth all variables of interestxcluding
distance Thus, the lower bound represents the margindribation of distance to an otherwise
full specification.

In Table 4, we report the results of running swegressions and tabulating the R-
squareds for each variable in each sub-period., Mreidind that distance can explain between 2
and 14 percent of the variation in trade costdengeriod from 1870 to 1913. What is apparent
from Table 4 is that the relative contribution loétfive variables remains highly consistent
across the three sub-periods, with distance palgnéxplaining the most variation and
historical membership in European overseas emfhigekeast variation. The results in Table 4
also confirm the increasing explanatory power sfatice over time—and especially in the post-
1950 period—and the decreasing explanatory powexed exchange rate regimes and the

historical membership in European overseas empirgsd at above.

VI. Changesin Output versus Changesin Trade Costs

In order to determine what drives trade boomslargds, we now turn to a decomposition
of the growth of trade flows in the three period& are interested in whether trade booms are
mainly related to secular increases in output kinfatrade costs. Similarly, we are interested in

whether trade busts are mainly related to outpumps or increasing trade costs. Our gravity
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framework easily lends itself to answering thesesjons. Below, we outline our approach
based on the Anderson and van Wincoop (2003) gravitdel but we note that identical results
can be obtained based on the models by Eaton antdrii¢2002), Chaney (2008), and Melitz
and Ottaviano (2008).
We rewrite equation (4) as
Gt )
3% = yy(;} A
As we are interested in the growth of bilaterati&rawe log-linearize equation (13) and take the
first difference between years (denoted\)yThis yields
@4)AIn(x;x )=AIn(yy)+2(1-0)A In(1+7 )+A Ir{%}
i ]
Following Helpman (1987) and Baier and BergstréD(), we split the product of outputs into

the sum of outputs and output shargsy; = (yi +Y, )Zssj with s =y, /(yi +Yy, ) such that we

obtain our final decomposition,

(15)Aln(>gj >gi)= 2\ In(y+ y)+A In(,sjs)+ Aro)A Ir( 7 )+A I{ﬁJ
Yy

Equation (15) decomposes the growth of bilateealdrinto four components. The first term on

the right-hand side represents the contributiooudput growth to bilateral trade growth. The

second term is the contribution of increasing ine@imilarity, as first stated by Helpman

(1987). All else being equal, two countries of saene size are expected to generate more

international trade than two countries of unequad.sThe third term reflects the contribution of

changes in trade costs as measured BYThe fourth term represents changes in multilateral

18 Since (1s) is negative, a decline ) implies a positive third term on the right-handesof equation (19).
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factors. Its precise interpretation depends orutigerlying trade model. For example, as
equation (3) shows, if multilateral trade barrizis over time, the ratio of domestic trade to

output x, / y, goes down so that the contribution of the fotetim to bilateral trade growth

becomes negative. This can be interpreted as a tligdrsion effect that is consistent with the
models by Anderson and van Wincoop (2003), Eatahkartum (2002), and Chaney (2008).

We consider the growth of bilateral trade betweseninitial years (1870, 1921 and 1950)
and the end years (1913, 1939 and 2000) of oue ub-periods. We compute GDP-weighted
averages across dyads and report the results ie Bdielow. To be clear about our approach,
we do not estimate equation (19). Instead, we dposmthe growth of bilateral trade
conditional on our theoretical gravity frameworkelpurpose of the decomposition is to
uncover whether bilateral trade growth is mainlyoasated with output growth or changes in
bilateral trade costs. We are also interested w the relative contribution of changes in output
and trade costs differs across the three sub-perityd note that our results do not depend on the
value ofc—even if it changes over time. The reason is thaffitst, second and fourth terms on
the right-hand side of equation (19) are givenHeydata. As predicted by the models outlined in
Section IlI, the trade cost term follows as theédeal *®

As can be seen from the final column in TablehB,gercentage growth in trade volumes

is highly comparable in the two global trade boahthe late 19 and 28' centuries at 486 and

7 In the Melitz and Ottaviano (2008) model, the fhuerm would also capture changes in the degree of
competition in a country as indicated by the nundfentrants and the marginal cost cut-offs abokiekvdomestic
firms decide not to produce.

18 As in all of the standard gravity literature, ampiicit assumption in our paper is that aggregeteet costs are
exogenous to economic expansion and the growttadét If trade cost declines cause additional iregnowth,
then the role of trade costs in explaining tradeagh could, of course, be higher. This is an opegestjon in the
literature and remains outside the scope of thiepaiowever, the causal effect from lower tradet€to increased
trade flows and, then, to economic growth wouldehtovbe fairly large at each step for this to havarge bearing
on our results. At the same time, the exploratibenmlogenous trade costs is certainly a fruitfldrawe for future
research.
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484 percent, respectively. But the main insighh#t the principal driving forces are reversed. In
the period from 1870 to 1913, trade cost declimesant for a majority (290 percentage points)
of the growth in international trade, while in theriod from 1950 to 2000 trade cost declines
account for a distinct minority (148 percentagenps)i of trade growth. This is congruent with
traditional narratives of the late nineteenth cgnas a period of radical declines in international
transport costs and payments frictions as weltadiess on the growth of world trade in the
contemporary world which suggest that such changgshave been more muted (cf. Baier and
Bergstrand, 2001; Hummels, 2007). The contribut@hnacreasing income similarity and
changes in multilateral factors are negligible tigioout the entire period.

At the same time, both periods encompass a widetyaf experiences across regional
subgroups. For 1870 to 1913, the average tradetigraiv86 percent masks a relatively anemic
growth of 324 percent within Europe versus an esigkogrowth of trade between Asia/Oceania
and Europe of 647 percent. European trade growekigsly associated with output growth and
trade cost declines, while the overwhelming mayasittrade growth between Asia/Oceania and
Europe is related to trade cost declines. The foremult is consistent with the fact that the
majority of European communication and transpdrastructure was in place well before 1870
and that a “tariff backlash” in Europe increasedié costs (Jacks, Meissner, and Novy, 2009).
The latter result is consistent with the idea ttwae-periphery trade between 1870 and 1913 was
subject to much more radical changes: the expamditrading networks through pro-active
marketing strategies in new markets, the developiemew shipping lines, and better internal
communications.

For 1950 to 2000, the results for trade withindpér are reversed: intra-European trade is

now in the lead at 633 percent, while intra-Amearmigaowth lags at 363 percent. European trade
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growth is again equally associated with output ghoand trade cost declines, whereas in all
other regions changes in output clearly dominale results for the Americas are consistent
with the evidence on trade costs documented alvolght of South America’s drive to self-
sufficiency under import-substituting industrializen.

Finally, the role of trade costs is dominant ia thterwar period. Based on output growth
alone, one would have expected world trade voluméscrease by 88 percent. The fact that
they failed to budge underlines the critical role@mmercial policy, the collapse of the gold
standard, and the lack of commercial credit in mheiteing trade costs at the time. Yet again, the
interwar trade bust was anything but uniform: thees impressive trade growth between the
Americas and Asia/Oceania of 48 percent set agamattual contraction of trade between the
Americas and Europe of 45 percent. Output growthidates trade costs in the case of the
Americas and Asia/Oceania. The opposite is triubercase of the Americas and Europe. Indeed,
the increase in trade costs implies that barrirtgugrowth trade between the two would have
ground to an absolute halt.

Figure 5 concentrates on the full sample and fudisaggregates the sub-periods to the
decadal level. It helps to more clearly illustrite forces at work in the interwar period: whereas
the 1920s witnessed significant and mainly outplated expansion in trade volumes, the 1930s
gave rise to a demonstrable trade bust in the gbafgositive, albeit meager output growth. In
this sense, the 1930s share with the 1980s ands1B8alistinction of being the only periods in
which output growth outstrips trade growth. In gast, the 1870s and the 1970s are the periods

in which the relative contribution of trade costlilges to world trade growth was at its greatest.
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VI1I. Conclusion

In this paper, we have attempted to answer thetignesf what has driven trade booms
and trade busts in the past 130 years. Our maitrilbotion has been—both in terms of theory
and data—to consistently and comprehensively tcaekges in trade costs and the fortunes of
the global economy by using a newly compiled datasdilateral trade. We have been able to
relate our trade cost measures to proxies suggbgttt literature such as geographical distance
and tariffs, confirming their reliability. Our relésiassign an overarching role for trade costs in
the nineteenth century trade boom and the intetnade bust. In contrast, when explaining the
post-World War Il trade boom, we identify a moreteturole for trade costs. Unlocking the

sources of this reversal remains for future work.
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Appendix | : Data Sour ces

Bilateral trade: Converted into real 1990 US dollars using the@F8 deflator in Officer,
Lawrence H. 2008, “The Annual Consumer Price Inidexthe United States, 1774-2007” and
the following sources:

Annuaire Statistique de la Belgiqugrussels: Ministére de l'intérieur.

Annuaire Statistique de la Belgique et du Conggddrussels: Ministére de l'intérieur.

Annual Abstract of Statistickondon: Her Majesty’s Stationery Office.

Barbieri, Katherine. 200Z:he Liberal lllusion: Does Trade Promote Peadath Arbor:
University of Michigan Press.

Bloomfield, Gerald T. 1984\ew Zealand, A Handbook of Historical StatistiBsston: G.K.
Hall.

Canada YearboolOttawa: Census and Statistics Office.

Confederacion Espafiola de Cajas de Ahorros. IBstadisticas Basicas de Espafia 1900-1970
Madrid: Maribel.

Direction of Trade Statistic®Vashington: International Monetary Fund.

Historisk Statistik for Sverigd969. Stockholm: Allmanna forl.

Johansen, Hans Christian. 198&nsk Historisk Statistik 1814-1980openhagen: Gylendal.

Ludwig, Armin K. 1985Brazil: A Handbook of Historical StatisticBoston: G.K. Hall.

Mitchell, Brian R. 2003alnternational Historical Statistics: Africa, Asiand Oceania 1750-
2000 New York: Palgrave Macmillan.

Mitchell, Brian R. 2003blnternational Historical Statistics: Europe 17500 New York:
Palgrave Macmillan.

Mitchell, Brian R. 2003clnternational Historical Statistics: The AmericagSD-2000 New
York: Palgrave Macmillan.

National Bureau of Economic Research-United Natifwld Trade Data.

Ruiz, Elena Martinez. 2006. “Las relaciones ecomaminternacionales: guerra, politica, y
negocios.” InLa Economia de la Guerra CiviMadrid: Marcial Pons, pp. 273-328.

Statistical Abstract for British IndiaCalcutta: Superintendent Government Printing.

Statistical Abstract for the British Empireondon: Her Majesty’s Stationery Office.

Statistical Abstract for the Colonielsondon: Her Majesty’s Stationery Office.

Statistical Abstract for the Principal and Otherriéan CountriesLondon: Her Majesty’s
Stationery Office.

Statistical Abstract for the Several Colonial anth€ Possessions of the United Kingdom
London: Her Majesty’s Stationery Office.

Statistical Abstract for the United Kingdolrondon: Her Majesty’s Stationery Office.

Statistical Abstract of the United Staté#/ashington: Government Printing Office.

Statistical Abstract Relating to British Indirondon: Eyre and Spottiswoode.

Statistical Yearbook of Canad@ttawa: Department of Agriculture.

Statistics Bureau Management and Coordination Agel@87.Historical Statistics of Japan,
vol. 3 Tokyo: Japan Statistical Association.

Statistisches Reichsamt. 198atistisches Handbuch der Weltwirtsch&grlin.

Statistisk Sentralbyra. 1978istorisk statistikk Oslo.

Tableau général du commerce de la Frariearis: Imprimeur royale.

Tableau général du commerce et de la navigatRaris: Imprimeur nationale.
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Tableau général du commerce extérigearis: Imprimeur nationale.
Year Book and Almanac of British North Ameridontreal: John Lowe.
Year Book and Almanac of Canaddontreal: John Lowe.

Fixed exchangerate regimes. Meissner and Nienke Oomes. 2009. “Why Do Countfieg the
Way They Peg?Journal of International Money and Finan28(3), 522-547.

GDP: Maddison, Angus. 2003he World Economy: Historical Statistid3aris: Organization
for Economic Cooperation and Development.

Distance: Measured as kilometers between capital citiekefdrom indo.com
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Appendix I1: The Reliability of the Trade Cost M easure

Trade costs versus gravity residuals: In a further attempt to establish the reliabilifyoar trade
cost measure, we present the results of compdrtoghe residuals of a very general gravity
equation. Bilateral trade can be attributed todetn the global trading environment that affect
all countries proportionately—for instance, glotrahsportation and technology shocks;
characteristics of individual countries—for instandomestic productivity; and factors at the
bilateral level including bilateral trade costs. thes end, we estimate the following regression
equation:

(A-l) In()ﬁjt )ﬁit):d"'ai’t +ajt +‘Ei}t )

The first term captures factors in the global tngdeénvironment which affect all countries
proportionately, while the second and third termygtare characteristics of individual countries
over time. The residual term absorbs all countiy-g@ecific factors including trade costs.

The correlation between the logged values of @de cost measure and these residuals
is consistently high: -0.64 for the period from 083 1913; -0.62 for the period from 1921 to
1939; and -0.53 for the period from 1950 to 200@e Torrelation has the expected (negative)
sign. For example, if Germany and the Netherlaxg&®ence a particularly large volume of
trade in a given year relative to past values otemporaneous values for a similar country
pair—say, Germany and Belgium—then the residualilshioe positive as the linear projection
from the coefficients will underpredict the volumktrade between Germany and the
Netherlands for this particular year. The primamyams by which trade is stimulated in our
model, holding all else constant, would be a lomgof bilateral trade costs. Thus, relatively
higher trade volumes should be associated withidnaee costs.

Figures A.1 through A.3 plot the trade costs memagainst the residuals from
regression (A.1). Naturally, the magnitudes aréed#int, but with appropriate adjustment of the
scale it is clear that the correspondence betweziwo series is high, albeit not perfect.

100 q FigureA.1: Resdualsversustrade costs, 1870-1913

75 A

Residuals
o 3 N o
(5] o (S o

&
o

~
o

s
o
o

-15 -10 -05 0.0 05 10 15 20
Trade costs (logged)

®
5

32



10.0 - Figure A.2: Residualsversustrade costs, 1921-1939
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Measurement error: The trade cost measure in equation (6) is companetie basis of
historical trade data. It might be a concern thesé trade data are subject to measurement error,
especially in the earlier period. Suppose that nreasent errou enters the trade data as

follows: In(x, )=In(x; )+u, for alli,j wherex; is the true trade flow value for pa.

Based on equation (4) we allow for a stochastimel# that can reflect measurement
error by running the following regression:

Xije Xijit

it 7N jjt

(A.2) In =0, +ay +&.

It follows from the measurement error specificatibat £, =u; +u; —u, —u; . The first term

on the right-hand side of equation (A.2) represantsual time dummies. The second term
denotes a set of country-pair fixed effects. Equma(#) implies that these country-pair fixed
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effects correspond to the trade cost parametgtg/({itj), multiplied by (-0). As trade costs are
likely to change over time, we allow the fixed etfeto be time-varying. As annual fixed effects
would leave no degrees of freedom, we choose gaemgeal variation instead (denoted by the
subscript). Other subperiod lengths, say, bieroiglecadal, would also be possible but would
lead to similar results. As the final step, we gateepredicted values for the dependent variable
of regression (A.2) based on the estimated coefftsi and then we construct a predicted trade

O
cost measurezj; , based on equation (6). By construction the ptedimeasure strips out

measurement error as it does not include the reigresesidual that corresponds:{o

We run regression (A.2) for all available obsemasi that involve the U.S. and Canada,
including those during the world wars (4137 obseoves). Standard errors are robust and
clustered around country pairs. The resulting regom has a high R-squared in excess of 95
percent. In Figure A.4 we plot the actual tradet cosasures;, based ow=8 for the U.S.-
Canadian case against its predicted counterparal¥deplot the 99 percent confidence intervals
around the predicted measure (computed with the detthod). The actual and predicted trade
cost measures are generally not significantly ciffie We therefore deem it unlikely that
measurement error severely distorts our trademesisure. The confidence intervals are
somewhat wider for the first half of the samplehngtear spikes in the vicinity of World War I,
suggesting more measurement error in the earlpgebut they are very tight after 1950.

Figure A.4: Actual and predicted trade cost measures
U.S.-Canada, 1870-2000

o -

T T T T T T T
1870 1890 1910 1930 1950 1970 1990

Actual Predicted -------- 99 percent confidence intervals

34



Appendix I11: Sensitivity to Parameter Assumptions

This appendix is intended to demonstrate that esults are not highly sensitive to the
assumed value of the elasticity of substitutiorduseour model—or alternatively, the Fréchet
and Pareto parameters used in the Eaton and K¢2002) and Chaney (2008) models. The
relative ordering of trade costs is stable withpees to uniform changes across all dyads of the
elasticity of substitution. Our reported regressaoil decomposition results are also strongly
robust to shifts in this parameter.

To demonstrate this property, we recalculate adercost measure using three distinct
values of the elasticity of substitution which rbiygspan the range suggested by Anderson and
van Wincoop (2004), namely six, eight (our prefdwvalue), and ten. In Figure A.5, bilateral
trade costs between Canada and the United Statedodtied for the years from 1870 to 2000
with all values normalized to 1870=100. The threges are highly correlated. What is more, the
proportional changes in the series are very sintiteer cumulative drop from 1870 to 2000 is
calculated at 53% when sigma equals six versuswBeét sigma equals ten.

Figure A.5: Bilateral Trade Cogts,

Canada and the United States, 1870-2000 (1870=100)
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Another concern may be that sigma is changing tines. To explore that possibility, we
consider two scenarios, one where sigma is (cotigtdarending upwards over time and one
where sigma is (constantly) trending downwards dwvee. Although differences in the level of
trade costs naturally emerge, the proportionategésover time are once again very similar.
Figure A.6 demonstrates this graphically by consmdgthe annual change in logged bilateral
trade costs for Canada and the United States éoyehrs from 1870 to 2000.
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Figure A.6: Annual Changein Logged Bilateral Trade Costs,

Canada and the United States, 1870-2000
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Figure 1. Sample Countries (in white)
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Bilateral trade

GDP

Distance

Exchange rate volatility
Common language
Imperial membership
Shared border

N
11429
11429
11429
11429
11429
11429
11429

Table1: Summary Statistics

1870-1913
Mean
18.06
20.85
8.04
0.50
0.16
0.10
0.12

Std. Dev.
2.23
1.74
1.19
0.50
0.37
0.30
0.32

N
4940
4940
4940
4940
4940
4940
4940

1921-1939
Mean  Std. Dev.
18.81 1.59
22.38 1.61
8.04 1.19
0.22 0.41
0.16 0.37
0.09 0.29
0.12 0.32

1950-2000

N Mean
13256
13256
13256
2583
13256
13256 09 0.
13256

0.08

0.12

Std. Dev.

0.4 1.80
25.13
8.04

1.93
1.19
0.28

0.16 37 O.

0.29
0.32
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Table 2: Gravity in Three Eras of Globalization

Dependent variable: log of bilateral exports frot j

Panel A: With country fixed effects

1870-1913

Coefficient ~ Std .Err.
GDP 0.70 0.02
Distance -0.31 0.02
Fixed exchange rate regime 0.45 0.04
Common language 0.48 0.04
Imperial membership 1.66 0.07
Shared border 1.01 0.04
Observations 11429
R-squared 0.6418
Panel B: With country-specific annual fixed effects

1870-1913

Coefficient ~ Std .Err.
GDP - -
Distance -0.38 0.02
Fixed exchange rate regime 0.79 0.06
Common language 0.38 0.05
Imperial membership 1.46 0.08
Shared border 1.09 0.05
Observations 11429
R-squared 0.6445

1921-1939 1950-2000
Coefficient Std .Err. Coefficient Std .Err.
i 0.82 0.02 b 0.80 0.01
ok -0.15 0.02 ok -0.65 0.01
i 0.17 0.03 i ®.3 0.03
ok 0.32 0.05 i 0.19 0.03
ok 0.65 0.08 ok 0.59 0.05
ok 1.00 0.04 ok 0.65 0.02
4940 13256
0.6806 0.8380
1921-1939 1950-2000
Coefficient Std .Err. Coefficient Std .Err.
ok -0.20 0.03 ok -0.69 0.01
ok 0.36 0.07 i 9.6 0.04
ok 0.21 0.06 i 0.19 0.04
b 0.35 0.10 ok 0.33 0.05
b 1.09 0.06 ok 0.72 0.03
4940 13256
0.6243 0.7939

NB: Country and year fixed effects not reportedjust standard errors; *** significant at the 1%dev
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Figure 2: Trade Cost Indices, 1870-1913 (1870=100)
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Figure 3: Trade Cost Indices, 1921-1939 (1921=100)
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Figure 4: Trade Cost I ndices, 1950-2000 (1950=100)
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Table 3: Determinants of Trade Costsin Three Eras of Globalization

Dependent variable: log of bilateral trade cospmasating i and |

Pooled 1870-1913 1921-1939

Coefficient  Std .Err. Coefficient  Std .Err. Coefficient ~ Std .Err.
Distance 0.13 0.00 i 0.11 0.01 il 0.06 0.01
Fixed exchange rate regime -0.03 0.01 ok -0.08 0.01 ** - 0.04 0.01
Common language -0.11 0.01 ok -0.14 0.01 kk -0.08 0.01
Imperial membership -0.28 0.01 ok -0.46 0.02 ok -0.20 @0
Shared border -0.26 0.01 i -0.29 0.01 i -0.26 0.01
Observations 14807 5709 2470
R-squared 0.6502 0.7251 0.6989

NB: Country and year fixed effects not reportediust standard errors; *** significant at the 1%édév

1950-2000
Coefficient Std .Err.
ok 0.17 0.00
ok -0.09 0.01
*k - -0.08 0.01
ok -0.15 0.01
ok 22 0.01
6628
0.8242

*%

*kk

*kk

*kk

*kk
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Table4: Upper and L ower Bound Estimates of Percentage of Explained Variation in Trade Costs

1870-1913 1921-1939 1950-2000
Upper bound Lower bound Upper bound Lower bound Upper bound Lower bound
Distance 0.1362 0.0191 0.1238 0.0143 0.4513 0.0668
Fixed exchange rate regime 0.0968 0.0033 0.0619 0.0012 .0028 0.0024
Common language 0.0411 0.0044 0.0581 0.0026 0.0230 0.0017
Imperial membership 0.0366 0.0276 0.0118 0.0063 0.0103 0043
Shared border 0.1139 0.0224 0.0984 0.0367 0.2213 0.0178
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Table5: Decomposition of Trade Booms and Busts, 1870-2000

Contribution of growth

Contribution of growth

Contribution of change

Contribution of change

Average growth of
in output in income similarity in trade costs in multilateral factors international trade
(GDP weighted) (GDP weighted) (GDP weighted) (GDP \wid) (GDP weighted)
1870-2000  Full sample (n=130) 744% + -16% + 326% + -25% = 1029%
Americas (n=6) 886 + 14 + 162 + -1 = 1061
Asia/Oceania (n=7) 610 51 + 436 -24 = 1074
Europe (n=56) 590 + 23 + 330 + -38 = 904
Americas-Asia/Oceania (n=6) 832 -47 + 511 -28 = 1268
Americas-Europe (n=35) 808 + -56 + 281 + -22 = 1011
Asia/Oceania-Europe (n=20) 601 + 28 + 386 + -30 = 985
1870-1913  Full sample (n=130) 225% + -11% + 290% + -18% 486%
Americas (n=6) 331 + 0 + 151 + -19 = 463
Asia/Oceania (n=7) 105 + 29 + 434 + -11 = 557
Europe (n=56) 177 + -6 + 176 + -23 = 324
Americas-Asia/Oceania (n=6) 281 -48 + 339 -9 = 564
Americas-Europe (n=35) 273 + -26 + 297 + -18 = 524
Asia/Oceania-Europe (n=20) 146 + 20 + 497 -16 = 647
1921-1939  Full sample (n=130) 88% + 4% + -87% + -6% 0%
Americas (n=6) 82 + 14 + -115 + 9 = -10
Asia/Oceania (n=7) 58 + 12 + -36 0 = 34
Europe (n=56) 103 + -2 + -65 + -16 = 20
Americas-Asia/Oceania (n=6) 78 6 + -37 + 2 = 48
Americas-Europe (n=35) 86 + 7 + -132 + -6 = -45
Asia/Oceania-Europe (n=20) 85 1 + -50 -6 30
1950-2000  Full sample (n=130) 353% + 8% + 148% + -25% 484%
Americas (n=6) 347 + 7 + 16 + -7 = 363
Asia (n=7) 448 + -14 + -27 + -15 3 391
Europe (n=56) 332 + 7 + 331 + -38 = 633
Americas-Asia (n=6) 356 + 29 + 84 + -25 = 444
Americas-Europe (n=35) 343 + 5 + 125 + -23 = 450
Asia-Europe (n=20) 386 + 2 + 185 + -28 = 544
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Figure5: Trade Growth ver susOutput Growth (in %)
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