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Abstract

This paper examines how trade and regulation affect firm-level pro-
ductivity outcomes, acting through international and domestic channels
to influence the intensity of competition. The analysis looks across a large
number of OECD countries and, taking account of industry-level market
structure, uses import penetration and de jure product market regulation
measures as proxies for international and domestic competitive pressures.
Firm-productivity is measured using an index based on production func-
tion estimates from the Levinshon and Petrin (2003) approach.

Heterogeneous effects of international competition and domestic prod-
uct market regulation on firm-level productivity growth are observed, con-
sistent with a neo-Schumpeterian view of trade and regulation. Close to
the technology frontier, import competition has a strongly positive effect
on firm-level productivity growth, with stringent domestic regulation re-
ducing this effect substantially. However, far from the frontier, neither
import competition nor its interaction with domestic regulation has a
statistically significant effect on firm-level productivity.
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1 Introduction

Globalisation has dramatically reduced explicit barriers to international trade in

OECD as well as non-OECD countries over recent decades. These barriers have

fallen far enough in manufacturing that they likely no longer represent a major

obstacle to goods exporting and importing (Bouët et al., 2008). Institutional

limits on protection that prevent countries from raising tariffs even in times of

economic crisis have so far proven effective in preventing a bout of defensive,

or retaliatory, anti-trade measures, even in the context of the panic-inducing

Great Recession that we have just experienced (Conway et al., 2010).

Nevertheless, behind-the-border regulation still remains stringent in many

economies (OECD, 2011). This stringent regulation of product markets ob-

structs firm entry, operation, and exit, limiting competition and potentially

harming productivity. In many European countries, regulation of labour mar-

kets is also stringent in the form of job protection, limiting the flexibility of firms

to change the size of their workforce in response to shocks, further obstructing

the competitive process.

However, the mechanisms that cause weak competition to hamper produc-

tivity are not fully understood. In their recent review of endogenous growth

theory, Philippe Aghion (2009) argues that there is an U-shaped relationship

between the degree of competition and productivity, where firms closer to the

frontier face stronger incentives to innovate in order to overcome the potential

threat of new entrants. Near the frontier, stringent regulation reduces neck-

to-neck competition and innovation, harming firm productivity. In contrast,

farther from the frontier, Schumpeter (Mark II)-type effects dominate and firms

face discouragement, making innovation and productivity growth less likely.

New trade theory offers a somewhat different, though not necessarily incom-

patible, perspective. Various models, notably Marc Melitz’s (2003), posit that

heterogeneous firms and fixed trading costs yield entry and exit dynamics that

reallocate market shares from low-productivity firms that trade domestically—

or exit—to higher productivity firms that compete in international markets.

Bernard et al. (2007) show how this process can help strengthen comparative

advantage through creative destruction in these industries, though in neither

case do the dynamics come about through intra-firm productivity dynamics.

Melitz and Ottaviano “M-O” (2008) show that intra-firm productivity can be

enhanced through increasing toughness of import competition, implying the

potential for dynamic gains from policy reform.
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This paper takes a differences-in-differences approach that uses the insights

from the new trade literature to identify the empirical effects at the firm level of

import competition and anti-competitive domestic regulation on productivity,

also incorporating distance-to-frontier effects. In so doing, it develops new evi-

dence in support of both sets of theories, suggesting that (i) trade models could

be enriched by incorporating a distance-to-frontier and intra-firm productivity

dimension, and (ii) distance-to-frontier ideas could be enriched by examining

their interactions with trade.

Beyond these general insights, several important findings stand out:

• Stronger competition, in the form of higher import penetration, is asso-

ciated with higher firm-level productivity growth close to the productiv-

ity frontier, an effect which remains robust even when estimated in lags,

thought it varies when the smallest firms are over-sampled in the dataset.

The main result is consistent with the predictions of the Aghion endoge-

nous growth model as well as the M-O framework, though the latter would

not have predicted a differential effect vis-à-vis the technology frontier.

• Close to the technology frontier, anti-competitive product market regula-

tion substantially reduces the scope for TFP improvements, through an

interaction with import competition; far from the frontier, the effect is

not statistically significant. The expected effect of regulation via com-

petition is consistent with Aghion again, as well as the M-O framework.

However, the observation that the effect of product market regulation acts

through an interaction with trade is important, as it implies that product

market regulation damages productivity at least in part by reducing the

competition-enhancing effect of import competition.

• The competition-impinging effect of product market regulation through

import competition is robust to the inclusion of controls for the stringency

of upstream regulation, a Herfindahl index that captures the market shares

concentration across firms, as well as industry fixed effects that capture

the invariant industry-specific characteristics such as the intensity of ICT

use.

In order to examine these questions, a large-scale firm database (Amadeus) is

examined that covers more than half of OECD member countries, which is then

re-weighted to be representative of the actual size distribution of firms in the

whole population, and matched with regulation and trade datasets. This firm
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data is sufficient to allow for the measurement of robust productivity measures

that take account of potential simultaneity biases. Unique OECD indexes of

product market regulation are used to measure de jure regulatory settings, at

the country level and across time. International trade data are matched with

production data, to generate measures of import penetration at the detailed

industry level.

Previous evidence on the effect of domestic regulation on productivity has

examined various channels, though few have examined trade. A number of

empirical studies, particularly those of the OECD (2003, 2006), have found

distortionary effects of indicators of product and labour market regulation on

overall productivity outcomes. For instance, Arnold et al. (2010) look at the

effect of product market regulation at the firm level, through the ICT chan-

nel, and find supportive evidence of distance-to-frontier effects. At the industry

level, Bourlès et al. (2010) look at the effect of upstream product market regula-

tion on sector-level productivity, and they also find distance-to-frontier effects.

Earlier evidence from Nicoletti and Scarpetta (2003) found gains from reform,

though the distance-to-frontier effects were the reverse.

A broader set of empirical work has used rougher indicators of institutional

and policy settings in examining the role of institutions more generally in me-

diating the role of trade in affecting overall growth and productivity outcomes.

Cross-country studies include Dollar and Kraay (2003), Rodrick et al. (2004),

Alcalá and Ciccone (2004), and Freund and Bolaky (2008), who have tried to

disentangle the respective roles of institutions and trade for growth. On balance,

the evidence appears to suggest that institutions have a more fundamental role,

as they complement trade liberalisation, and strengthen the long term effects

of trade on growth, by enhancing the role of comparative advantage. However,

the types of policies and reforms that may drive productivity in this context are

still not clear from this literature1.

Research at the level of the firm seems more promising to reveal the under-

lying mechanics of how policies may work through trade to affect productivity

and growth outcomes. Firm-level analysis has revealed a substantial role for

product market regulation and employment protection legislation in affecting

1One promising approach from a related literature uses incomplete contract theory to ex-
amine the effect of overall institutional quality on the organization of trade. Studies following
this approach include Acemoglu, Antràs and Helpman (2007), which finds an important role
of contracting institutions leading to strengthened comparative advantage.
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the margins of job creation and destruction, firm exit and entry, as well as re-

allocation of productivity across firms (e.g. Bartlesman et al., 2009). However,

this work does not explicitly consider how international trade may drive and/or

reinforce these margins2.

There have been a series of country-specific firm-level case studies that have

identified substantial roles for trade regulation specifically in affecting the firm

entry/exit and reallocative margins, for Chile (Pavnick, 2002), Columbia (Fer-

nandez, 2007), India (Topalova, 2004; Goldberg et al., 2010), and Indonesia

(Amiti and Konings, 2007). This work suggests that examining the effects of

entry/exit and foreign competition is central to understanding firm-level pro-

ductivity, yet (again) they do not address behind-the-border regulation.

The paper proceeds as follows. The second section describes the data and

sampling frame, the construction of productivity measures, and the import pen-

etration and domestic regulation measures. The third section motivates the em-

pirical approach, and examines the effects of import penetration and domestic

regulation on firm-level productivity growth. The fourth section concludes.

2 Data and measurement

In order to investigate the questions raised above, firm-level data are used to

compute productivity measures, sectoral trade data are used to measure foreign

competition, and restrictive regulation is measured using the OECD’s economy-

wide indexes of product market regulation.

2.1 Firm-level data: Amadeus

Firm level data are used based on company reports included in the Amadeus

database compiled by the Bureau van Dijk. This database covers European

OECD countries over the time period 1995–2005. Countries covered are Austria,

Belgium, the Czech Republic, Denmark, Finland, France, Germany, Hungary,

Italy, Ireland, Luxembourg, Nederland, Norway, Poland, Portugal, the Slovak

Republic, Spain, Sweden and the United Kingdom. The data for Ireland and

Greece are not used since the former have very few reporting firms, while the

latter lack wage and materials data. While all the countries included are OECD

2Fewer studies that make use of firm data have looked at behind-the-border regulation
head-on. One exception is Cuñat and Melitz (2010), who examine the role of labour market
flexibility as a source of comparative advantage in volatile industries using detailed trade data
with U.S. firm-level job turnover.
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members, the former transition economies of Central and Eastern Europe are

likely to have a wider dispersion of productivity across than the other countries

as a result of their one-time structural transitions.

Data are cleaned for outliers using several approaches. First, firms with

negative values for any variable entering the production function – operating

revenue or value added, wages, capital stock, material inputs – or with depre-

ciation higher than net capital stock are eliminated from the sample. Firms

that report extreme year-to-year variation in ratios between production func-

tion variables and extreme reversals in one of these variables are not retained,

either. Finally, outliers have been removed by eliminating the top and bottom

one percent of the productivity distribution and subsequently re-estimating pro-

ductivity without these extreme observations. The productivity estimation is

described in more detail below.

Sectoral coverage includes all tradable goods and services, including min-

ing, all of manufacturing (ISIC 15 to 37), electricity, utilities (ISIC 40, 51, 52),

transport and communications (ISIC 60 to 64), business activities as R&D,

advertising (ISIC 71 to 74) and recreational and cultural activities (ISIC 92).

Consolidated accounts in the Amadeus dataset are dropped, which avoids prob-

lems of double-counting.

2.2 Sampling frame

The Amadeus data are broadly representative of the business sectors of OECD

countries, since they include virtually all public companies, and is a fair rep-

resentation of larger companies. However, smaller firms are underrepresented,

since they typically do not report balance sheet information publicly. In addi-

tion, not all firms in the Amadeus data report information on all production

function variables. The remaining sample used in this study includes only firms

for which TFP estimates could be obtained.

In order to ensure that the sample of firms is as representative as possible

of the population distribution of firms across size classes, sectors and countries,

a re-sampling procedure was applied (see Schwellnus and Arnold, 2008). First,

population weights for every size-sector-country strata were calculated from

the OECD Structural Business Statistics database for the year 2000. Second,

random draws with replacement from each size-sector-country strata in the TFP

sample were taken until the weight of each strata corresponds to its population
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weight.3

This method resulted in a sample that is representative of the population

distribution along the dimensions employment size, sector and country. The

sample size is then set to 139 065 firms (drawn from a set of 79 513 real firms)

which results in 831 187 firm-year observations. While this method yields a more

representative sample in the year 2000, it may also increase measurement error

since smaller firms are over-sampled, and such firms have higher rates of entry

and exit in the dataset. The resampled dataset may thus be less representative

as the time period shifts away from the year 2000. Thus, both the non-resampled

and the resampled data are considered to ensure robustness.

2.3 Estimation of Total Factor Productivity

Our productivity variable, total factor productivity (TFP), measures the firm-

level efficiency in the use of all inputs. We calculate TFP as the residual from

the estimation of a logarithmic Cobb-Douglas production function of the form:

lnyisct = αsclnlisct + βsclnkisct + εisct (1)

where the subscripts i stand for the firm, t for time (year), c for country

and s for sector. The dependent variable of the production function is a firm’s

value-added (y), with labour (l) and capital (k) as production factors. When

value-added was not available, it was imputed as the residual between operating

revenue and material inputs. Labour inputs are measured using the total wage

bill, while net capital stocks were used to measure capital input. Nominal values

are deflated using sector-specific price indexes, with the exception of capital

stocks that have been deflated using deflators for gross fixed capital formation.

The production function is estimated at the sector-country level sc, in order

to avoid strong assumptions on the homogeneity of production technologies

across sectors and OECD countries. The residuals εisct represent plant-specific

efficiency in the year t.

The ideal measure of TFP would be in volume terms (“physical TFP”); how-

ever, given the data available, “revenue-based TFP“ is used in most of studies,

including this one. The pluses and minuses of using various measures are de-

veloped in Foster, Haltiwanger and Syverson (2008). In most business micro

3The re-sampling proceedure is restricted to firms with at least 20 employees since the
coverage below this threshold is unstatisfactory.
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data sets like Amadeus, establishment-level prices are unobserved. Thus, es-

tablishment output is measured as revenue divided by a common industry-level

deflator. This method embodies within-industry price differences in output and

productivity measures. Difficulties arise when prices reflect idiosyncratic de-

mand shifts, demographic characteristics or market power variation rather than

quality or production efficiency differences. Then high productivity businesses

are actually highly profitable businesses and may not be particularly technolog-

ically efficient. For instance, a firm sheltered from competition because of some

regulatory barriers can set high prices and look very efficient in these data even

if it is in fact not the case. Since we cannot implement the Foster et al. (2008)

treatment, firm fixed effects are used to control for time invariant characteristics

that may determine firm-level prices.

Estimation of equation (1) by OLS may well lead to biased estimates as

inputs in the production function are likely to be related to the residuals. Let

us decompose the residuals as follows:

εisct = ωisct + uisct (2)

Equation (2) decomposes firm efficiency into a part that is predictable by the

firm ωisct , though not observable in the data, and a part due to productivity

shock that can be forecast nor by the firm nor by the econometrician.

Firms choose their input on the basis of their knowledge of their environment

and own efficiency ωit. Hence, if firms that anticipate high efficiency level hire

more workers and invest more, OLS estimates will be biased upward. The endo-

geneity of input choices is well known in the literature. Consistent productivity

estimates are obtained using semiparametric estimation techniques of Olley and

Pakes (1996) or Levinshon and Petrin (2003). These methods correct for simul-

taneity biases. To carry out those estimations, we need data on investment for

the former and intermediate inputs for the latter in order to proxy firm’s private

knowledge of its efficiency.

Our preferred TFP estimates is the one using Levinshon and Petrin (LP)

method which uses information on materials to correct for the simultaneity bias.

We do not chose the Olley and Pakes technique as it relies on investments to

proxy for unobserved productivity while prior information on investments are

not provided in Amadeus. Although we could create an investment measure

using the perpetual inventory equation, we do not follow this path because of

a high probability of measurement errors in capital depreciation (fixed assets
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are measured as book values of capital stocks, which may diverge from a more

economic concept of depreciation due to tax reporting incentives). Hence, we

compute firm TFP by using intermediate inputs to capture variation in ωisct

that are correlated to firms’ input choices.

ωisct = f(misct, kisct)

Introducing this function into (1), we now have :

lnYisct = αsclnlisct + βsclnkisct + f(misct, kisct) + uisct (3)

The variation in inputs is now not related with the error term uisct so that

we have consistant estimates of the parameters. We compute firm’s TFP by

substracting its predicted value-added from its actual value-added. At this

stage, firms’ TFP value are not comparable across sectors and countries.

Following Pavcnik (2002) and Fernandez (2007), we construct a TFP index

based on LP estimates of the production function. We are thus able to deal with

some potential bias in the estimation procedure as well as with the comparability

issue. The TFP index based on the LP estimates is constructed in two steps.

First, for each 4-digit sector s, we compute the TFP of a reference plant as in (5);

this hypothetical plant has mean output and input levels which are calculated

over the whole period, for every industry-country cells. Second, we obtained

plant i’s productivity index at time t as in (4) by subtracting its predicted

output from its actual one and then by taking the difference with the reference

plant productivity. This index number methodology follows Aw, Chen and

Roberts (2001) and Caves, Christensen and Tretheway (1981). The relative

TFP measure obtained ensures comparability across industries and countries.

Aisct = Yisct − α̂scLisct − β̂scKisct − Ârefsc (4)

where

Ârefsct = Y sc − α̂scLsc − β̂scKsc (5)

We then compute firm’s TFP growth rate as the log difference : lnAisct −
lnAisct−1 . Summary statistics for firm’s TFP growth are shown in table 1. It

displays the standard variation, the mean, median, the 10th and 90th percentiles

of firm’s TFP growth for each country. It shows that there is a wide variation

in ∆lnAisct both within and across countries.
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2.4 Trade openness

To capture the pro-competitive impact of trade we construct a proxy for for-

eign competition which is import penetration. Trade data come from Comtrade

database. By combining it with detailed production data from OECD Structural

Demographic Business Statistics (SDBS) database, we compute different open-

ness measures at the 4-digit sectoral level. The trade data come from Comtrade

database. By combining it with detailed production data from OECD SDBS

database, we compute different openness measures at the 4-digit sectoral level.

Summary statistics for the import penetration measure across countries are

shown in Table 2. This table displays the median, the 25th and 75th percentiles

of import import penetration. It shows that there is a wide variation in import

penetration both across countries and across time. Figure 1 illustrates the

variation of import penetration for sample four-digit sectors and within sectors

across country and time. We can see that there is considerable variation in

openness across country and time even within narrowly defined sectors.

2.5 Regulation and market structure measures

The primary measure of regulation is the OECD product market regulation in-

dicators of de jure anti-competitive regulations, focusing on the vintages which

coincide with the coverage of the Amadeus data. These include the 1998 and

2003 updates, the settings for which are assumed to be unchanged for the in-

tervening and immediately succeeding years. These indicators include both do-

mestic as well as international barriers; only the domestic barriers are used here,

specifically the sub-tree described as “barriers to entrepeneurship”, which cov-

ers administrative burdens on startups, regulatory and administrative opacity

and sectoral barriers to competition (see Wölfl et al., 2009).

A Herfindahl index of firm concentration at the four-digit level using the

Amadeus firm database is used to control for the extent of de facto competition

from domestic firms.

The OECD ‘Regimpact’ measure, which assesses the industry-specific knock-

on effects of anti-competitive regulation in seven network sectors is used to

control for the extent of upstream regulation (Conway et al., 2006).

Table 3 displays some summary statistics for those tree measures of domestic

competition.
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3 Empirical analysis of firm-level productivity

In order to investigate the questions raised above, firm-level data are used to

compute productivity measures, sectoral trade data are used to measure foreign

competition, and restrictive regulation is measured using the OECD’s economy-

wide indexes of product market regulation.

3.1 The effect of competition

Competition may stem from both foreign as well as domestic sources, which we

take into account by differentiating the two. To account for competition from

foreign firms, we use import penetration to the sector as a proxy. Import pene-

tration varies across sectors, countries and time. Our methodology thus assumes

that increased import shares are equivalent to an increase in competition within

an industry and that this increase is exogenous to the productivity growth of

an individual firm. Several studies document that increased imports amount

to tougher competition: Katics and Petersen (1994) find that it is associated

with reduced price-cost margins using industry-level data for the United States

between 1976 and 1986. Recent empirical studies including Pavnick (2002),

Fernandez (2007) and Kletzer (2002) use import shares as measures of compe-

tition from trade, with Kletzer discussing the assumptions necessary for this

procedure to be valid. Finally, Chen et al. (2009) find that import penetration

has a boosting effect on industrial average productivity, supporting the pro-

competitive effect of trade predicted by the theoretical model of M-O (2008).

To measure domestic competition, different measures have been proposed

in the literature, such as price-cost margins and concentration indexes. Both

measures have substantial flaws. First, they do not allow disentangling the

effect of foreign competition from the effect of domestic competition. Secondly,

while both sources of competition are supposed to put a downward pressure

on price-cost margins, it is not clear that higher concentration indexes indicate

lower competitive forces. Indeed, pressures from abroad may lead to exit of

domestic firms resulting in a small number of operating national firms, i.e. a

more concentrated domestic sector. We control in some specifications for the

concentration level of the industry as well as for the level of the Regimpact

index. The latter measures the impact of regulation in services sectors on the

industries using their services as inputs; it allows us to control for one cause of

variation in price-cost margins that are embedded in our revenue-based measure
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of firm’s TFP. We believe that the two sub-indexes of product market regulation

we use, namely barriers to entrepreneurship and burdens on startups, capture

more accurately domestic competitive pressures as they are a direct measure of

barriers to entry.

Aghion et al. (2005) exploit several policy reforms that influenced the com-

petitive environment in Europe, namely the European Single Market Program

and industry specific reforms imposed by the Monopolies and Mergers Com-

mission. They claim that those experiments enable them to identify the causal

impact of competition on innovation. The perspective of this paper is similar;

it makes the most of a country specific index PMR that captures various prod-

uct market reforms that took place in OECD countries between 1998 and 2008.

The product market regulation index captures various policies with different

treatment intensity across countries and time.

Our empirical analysis aims at highlighting the effect of foreign competition

varies with the local stringency of product market regulation. Theoretical pre-

dictions on the interaction between trade and product market regulation are

ambiguous though. On one hand, PMR and openness can go in the same direc-

tion and have an additive positive effect by increasing the productivity cut-off.

In light of Melitz’s (2003) model, we can interpret higher PMR as higher fixed

costs which imply higher productivity levels. At the same time, foreign expo-

sure reduces rents and demand stronger competitiveness to survive. Further,

the pro-competitive effect of openness can be even higher in less-competitive

sectors domestically as it creates new incentives to upgrade the production tech-

nology. On the other hand, rigidities can impede reallocation, innovation and

firm adjustments. Higher PMR can be an obstacle to firms’ entry and thus to

competition. We contribute to the literature trying to answer this question by

estimating productivity growth equations at the firm level where exposition to

international markets and to domestic regulation both interact. We find that

their effect can be non-linear and depends on the characteristics of heteroge-

neous firms, especially their distance to the global technological frontier.

3.2 Empirical specification: difference-in-differences

We relate TFP growth to domestic and foreign competition in the following

way:

12



∆Aeict = β0 + β1Tict + β2Tict × PMRct + β3Xeict + γi +Dct + εeict (6)

Productivity growth can vary across firms because of sectoral features that

have nothing to do with competitive pressures. To avoid any spurious correla-

tion due to industry characteristics, sector fixed effects γi are included. They

capture time-invariant characteristics that shape the potential for technological

upgrading. It is also very likely that TFP growth is influenced by other insti-

tutional determinants or policies that do not affect competition. Country-time

fixed effects Dct are added to deal with this type of correlation. The effects

also address country macroeconomic shock common to all sectors. Xeict is a set

of control variables that can vary across firms e and time t or across sectors i,

country c and time t as the level of concentration or the impact of regulation

in services sectors on the manufacturing sector under study. One type of such

characteristics that we control for is the size of the firm.

Conditional on some controls, TFP growth is explained by both domestic

and foreign competition in equation (6). Since we control for industry and

country-time fixed effects, this specification identifies the effect of foreign com-

petition through differential evolution of the import penetration across indus-

tries (industry-time variation). This approach allows us to capture the different

effects that barriers to entry may have depending on sectors’ degree of openness.

Models of endogenous growth, considering the existence of technological

flows between firms across all countries, dwell on the role played by the pool of

highly innovative firms in driving productivity growth of incumbent firms. Pro-

ductivity growth of followers depends on the productivity growth of the world

technological frontier. Adding productivity growth of the frontier firms (top 5

percent or 1 percent), we estimate:

∆Aeict = β0+∆Afrontit+β1Tict+β2Tict×PMRct+β3Xeict+γi+Dct+εeict (7)

3.3 Splitting the sample according to firm’s distance to

the frontier

We allow for a non-monotonic effect of competition according to the heterogene-

ity of firms. We consider their position on the productivity distribution specific
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to their industry, the right tail of the distribution representing the productivity

frontier. Is the positive escape-competition effect conditional on the distance of

the firm to its industry frontier? The rationale behind this question is the fol-

lowing: the closer firms are to the frontier, the stronger the escape-competition

effect tends to be, so that the pro-competitive of trade displays a boosting ef-

fect. On the other hand, for laggard firms, an increase of competition due to

the entry of foreign firms on their market has a depressing effect as they are too

far from the frontier to cope with it.

To capture the size of the technology gap among firms, we compute an

industry-specific frontier by taking the average productivity of the top 1% or

5% firms across all countries: it is thus a global frontier which is consistent with

our cross-country empirical strategy.

To evaluate the differential impact of foreign competition and product mar-

ket regulation according to firm heterogeneity, we estimate equations (6) and

(7) for two sub-samples: a sample of firms that are above the median level of

TFP, in other words that are closer to the global TFP frontier and a sample of

firms that have a TFP level below the median of their industry, i.e. that feature

a larger technological gap.

3.4 The issue of reverse causality

Foreign competition is proxied by import penetration. It is possible that a bias

exists because of reverse causality between productivity and trade orientation.

Foreign firms are able to enter more heavily a market if domestic firms are not

efficient, leaving the competitive advantage to trade partners. This implies a

negative correlation between productivity and import shares. However, this

relation should be weak in our specification as we regress firm level productivity

on sectoral import shares. We also consider that the reverse causality issue is

less acute when we look at TFP growth compare as productivity levels. Finally,

this could bias us away from finding a productivity enhancing effect of import

competition. In spite of it, our results indicate a positive relationship between

productivity growth of the top firms and import penetration, which strengthen

our confidence in such a finding.

3.5 Interpretation of results

The preliminary results of the productivity growth estimation equations are

shown in Tables 4 and 5, while table 6 to 13 provide robustness checks. They
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all use import penetration at the sectorial level (IP ) to proxy foreign competi-

tion pressures. The first set of results, Tables 4 and 5, and Tables 6 and 7, show

equation (6), using the Barriers to entrepreunership index (PMR) contempora-

neously and with lags, both with the default dataset (Tables 4 and 5) and the

resampled dataset (Tables 6 and 7). Overall the results, which split the sample

by distance to frontier, are highly consistent with our theoretical hypotheses,

and are robust across specifications, including those that account for potential

reverse causality (lags) and potential sampling bias (resampled).

Changes in firm productivity are impacted by both the domestic institu-

tional environment and the extent of openness to foreign markets. However,

firms’ responses to foreign competition are heterogeneous ; this is the case even

within narrowly defined sectors. The evolution of firm TFP growth depends

remarkably on its position in the distribution of firm efficiency. Firms that

are technologically advanced benefit from competitive pressure of foreign firms’

entry into their domestic markets. This “escape competition effect” is present

only for the most competitive firms, while foreign competition has no significant

impact on firms that are at the bottom of the efficiency distribution. Impor-

tantly, these results are robust when using lags, implying that the direction of

causality is from trade to productivity.

The positive pro-competitive effect of trade on advanced firms has a different

magnitude according to the extent of product market regulation in the coun-

try. Trade becomes more beneficial as market regulation becomes less stringent.

The ’barriers to entrepreneurship’ PMR index is used in the estimates shown

in Tables 4, 5, 6 and 7, which reflects anti-competitive measures such as en-

try barriers and administrative burdens that inhibit competition across sectors.

To more clearly delineate the effects of these measures, the entry barriers sub-

indicator is used in Tables 8 and 9. These results yield coefficient estimates that

are qualitatively very similar to the estimates with the barriers to entrepreneur-

ship index shown for broader PMR.

Domestic competition may also vary within a country, across sectors. This

may very well have an effect on incentives to upgrade one’s technology. We

use another regulatory index, Regimpact, to help control for pressures that

may affect costs. Regimpact can control for the cost structure of intermediate

inputs coming from upstream sectors. A higher regimpact index means service

sectors have more market power and this may lead to an increase in the costs of

intermediates for downstream sectors. Therefore it helps control for the ability

of firms to enjoy profits. Here the firms that are closer to the frontier seem to
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cope more easily with high regulation in upstream services sectors; it can be an

incentive to improve one’s production process in order to compensate for higher

costs of intermediates (see the coincident estimates, Tables 4 and 6). On the

other hand, it has a damping effect on laggard firms (see the lagged regressions,

Tables 2 and 7).

The level of competition within a sector can also be proxied by the concentra-

tion level in this sector. In concentrated sectors, firms are not forced to reduce

prices and can make positive profits more easily. Hence low productive firms

can survive. Our analysis suggests that the concentration level has a different

impact on more advanced vs. laggard firms, based on the raw dataset (Tables 4

and 5). While high concentration seems to allow less efficient firms to perform

well, it is not a condition for high-productive firms whose TFP growth rates

are not significantly affected by the concentration level. Such a concentration

index is however an imperfect measure of competition as it doesn’t capture the

existence of entry threats. Moreover it focuses on a geographically limited defi-

nition of competition while European manufacturing sectors are open and some

firms operate in international markets. Our favored measure of competition

however, is the product market regulation index, as it can proxy unobservable

entry threats as well as the existing flexibility that can be used to adjust to

changes in market structure.

These results are robust to a number of alternative specifications, including

the restriction of the sample to surviving firms only (see Tables 12 and 13),

as well as the inclusion of the growth of the productivity frontier. While these

changes in specification have a slight impact on the results, they remain roughly

the same in magnitude and sign. Alternative specifications that include size

dummies have no discernible effect on the results. Inclusion of the direct effect

of product market regulation has a somewhat larger effect on the results, which

was expected as we include country fixed effect and year fixed effect separately

to estimate the impact of country-wide PMR. Yet, the results on our variables

of principal interest, import penetration and its interaction with PMR remain

qualitatively the same.
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Table 1: Summary statistics : Firms’ TFP growth

Country Standard deviation 10th percentile mean median 90th percentile
All 2.87 -1.24 -.01 .01 1.28
AUT 33.81 -.48 -2.84 0 .3
BEL 4.09 -1.76 0 0 1.79
CZE 1.78 -.84 .09 .01 1.03
DEU 10.83 -1.7 .41 0 2.5
DNK 6.72 -.72 .14 .01 1.17
ESP 2.01 -1.01 .01 0 1.04
FIN 2.1 -1.3 .04 .01 1.46
FRA 1.2 -.63 .06 .03 .76
GBR 4.17 -1.64 -.05 -.02 1.53
ITA 2.3 -1.55 .01 .01 1.56
NLD 3.51 -1.83 .14 0 2.54
NOR 2.01 -1.12 .06 .04 1.35
POL 4.32 -1.75 .47 .05 3.13
PRT 2.15 -1.02 .07 .01 1.36
SVK 1.69 -.72 .2 .02 1.14
SWE 6.43 -4.16 -.45 -.03 3.4
Source: Authors’ calculations based on Amadeus database. TFP index based on LP estimates.
Not resampled dataset.

Table 2: Summary statistics : Import Penetration, variation across years and
countries

1996 2005
Country 25th percentile median 75th percentile 25th percentile median 75th percentile
AUT 22.41 46.55 86.88 43.9 76.7 101.25
BEL 35.84 73.45 124.64 42.28 91.14 156.5
CZE 24.26 56.47 74.02 27.25 60.78 102.17
DNK 34.69 63.82 94.83 46.71 80.46 113.24
ESP 14.57 30.18 53.94 18.11 45.55 69.46
FIN 16.06 47.99 73.35 20.13 49.74 83.37
FRA 17.71 36.06 55.46 23.05 46.09 69.26
GBR 19.53 40.9 60.65 25.21 56.12 82.46
GRC 15.57 39.43 73.54 30.7 60.48 84.92
IRL 41.85 68.66 100.25 29.98 68.92 102.54
ITA 12.27 23.08 41.18 14.12 31.37 54.79
LUX . . . 62.83 101.08 123.32
NLD 41.75 84.7 139.45 39.89 82.83 172.19
NOR 35.6 64.83 86.33 29.48 66.02 92.8
POL 15.08 38.77 59.02 16.07 54.58 75.78
PRT 13.64 42.01 72.56 25.05 51.17 81.84
SWE 22.19 51.67 85.34 29.49 54.74 99.98
Source: Authors’ calculations based on Comtrade and OECD SDBS databases.



Table 3: Summary statistics : Market Structure and Domestic Regulation

Herfindahl Index
Country Standard deviation 10th percentile mean median 90th percentile
All .08 0 .05 .02 .12
AUT .25 .05 .33 .26 .61
BEL .12 .01 .09 .04 .23
CZE .11 .01 .09 .06 .22
DEU .2 .04 .22 .16 .45
DNK .11 .02 .11 .08 .21
ESP .07 0 .03 .01 .07
FIN .13 .02 .11 .06 .25
FRA .07 0 .04 .02 .1
GBR .09 .01 .08 .04 .18
ITA .06 0 .03 .01 .08
NLD .21 .05 .23 .15 .53
NOR .09 0 .05 .03 .09
POL .13 .02 .1 .05 .25
PRT .21 .06 .22 .15 .51
SVK .16 .05 .18 .13 .4
SWE .09 .01 .07 .03 .17

Index of Barriers to entrepreneurship
Country Standard deviation 10th percentile mean median 90th percentile
All .6 1.45 2.23 2.39 3.05
AUT .24 1.71 1.91 1.71 2.19
BEL .22 1.88 2.16 2.33 2.33
CZE .08 2.09 2.13 2.09 2.27
DEU .24 1.83 2.05 1.83 2.31
DNK .17 1.42 1.52 1.42 1.82
ESP .35 1.63 2.17 2.39 2.39
FIN .49 1.42 2.01 2.41 2.41
FRA .62 1.79 2.55 3.05 3.05
GBR .23 .95 1.29 1.45 1.45
ITA .54 1.58 2.38 2.74 2.74
NLD .13 1.78 1.93 2.05 2.05
NOR .21 1.33 1.45 1.33 1.83
POL .28 3.15 3.42 3.15 3.72
PRT .25 1.57 2.02 2.16 2.16
SVK 0 1.51 1.51 1.51 1.51
SWE .48 1.15 1.69 2.11 2.11

Regimpact Index
Country Standard deviation 10th percentile mean median 90th percentile
All .04 .02 .07 .06 .14
AUT .05 .03 .08 .08 .13
BEL .04 .05 .09 .08 .16
CZE .04 .05 .1 .09 .17
DEU .03 .02 .05 .05 .1
DNK .01 .02 .03 .03 .05
ESP .05 .03 .07 .07 .15
FIN .04 .03 .06 .05 .13
FRA .04 .02 .06 .05 .12
GBR .03 .01 .04 .02 .09
ITA .04 .04 .08 .07 .15
NLD .04 .01 .05 .04 .1
NOR .02 .03 .04 .03 .07
POL .06 .08 .15 .15 .25
PRT .05 .03 .1 .09 .17
SVK . . . . .
SWE .03 .02 .04 .03 .07
Source: Herfindahl, authors’ calculations based on Amadeus database.
Barriers to entrepreneurship and Regimpact are from the OECD PMR databases.
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Figure 1. Import penetration: min/max and median by sector 

 

 

 


